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We live in a world where commercial entities collect and maintain extensive
databases of personal information about individuals. These businesses amasg this
information for a myriad of purposes. One of their chief reasons for their interest
in personal data is to enhance their ability to market products and services to
people.

A burgeoning form of marketing today consists of behavioral marketing—
examining the behavior patterns of consumers to target advertisements to them,
Today’s marketer can draw on a wealth of knowledge and insights about humap
behavior to maximize the effectiveness of advertising. Interactions on the Internet
and with other digital platforms permit the creation of an immense trail of personal
data, as almost everything that people do online can be tracked. Individuals cap
now be followed across different websites or digital media. Advertisements can be
tailored to specific individuals.

Consumer data can be used for other purposes too. It can be used to make
inferences about a person’s trustworthiness or aptitude for a job. It can be used for
background checks or to determine whether a person will be an easy or difficul:
customer to deal with. The government can access consumer data for use i
criminal investigations, general profiling, or a broad-scale amassing of data.

This chapter explores how the law regulates the collection and use of consumer

data.

A. THE U.S. SYSTEM OF CONSUMER DATA PRIVACY
REGULATION

In the United States, myriad types of law, which form a complicated patchwork
of regulation, regulate consumer data privacy. In some contexts, the. law prc_)\{ides
strong protections of privacy. In other contexts, the law provides r.nlmm:-a:'
protections. And in a number of contexts, there is hardly any legal protection.

1. STRUCTURE

The Sectoral Approach. Consumer privacy in the United States. is regulated
by “sectoral” laws that focus on various sectors of the economy. Different laws
regulate different industries. In contrast to the United States, Eu_rope and many
other countries have an “omnibus” approach toward regulating privacy. Upder an
omnibus approach, one overarching statute regulates persongl informatlon us:e
irrespective of the entities or industry that wishes to process the information. These
general laws are frequently then supplemented in European countries and
elsewhere outside of the United States by more targeted, sectoral laws. The
“omnibus” law provides a general safety-net in these countries for areas oF
regulatory issues that a sectoral statute may not address.

The sectoral approach in the United States can sometimes draw even finef
distinctions for similar kinds of information. For example, cable TV re(_:ords are
regulated differently from video rental or sale records. There are no 1nf1uS(;fIi¢'r;
specific federal statutes directed towards the personal information contain€
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records of most merchants (bookstores, supermarkets, clothing stores, electronics
stories, etc.).

Self-Regulation. Self-regulation has formed a key foundation for U.S,.
consumer privacy law. As businesses began offering their products and services
on the Internet in the 1990s, they operated in a realm that was largely unregulated.
To ease concerns of consumers and to demonstrate that they could regulate
themselves, businesses began to post privacy policies on their websites. These
policies describe the information that is collected, how it will be used and shared,
and how it will be safeguarded. Consumers are sometimes offered choice to opt-
out of some uses of their data.

Although privacy regulation has proliferated, some industries still lack a
sectoral law. Privacy regulation also tends to allow businesses great flexibility in
how they collect, use, or disclose personal data. Most companies use an approach
called “notice and choice.” They provide a privacy policy (sometimes called a
“privacy notice”) that describes the ways in which personal data will be collected,
used, or disclosed. Consumers are then considered to have a choice. They can
accept these terms and do business with the company, or they can refrain from
doing business with the company. Sometimes companies offer choices to
consumers regarding specific uses or disclosures of their information. Consumers
may be given the ability to “opt in” or “opt out” of certain uses or disclosures. An
“opt out” means that a consumer’s information will be processed unless she takes
action to contact the data processing entity and indicate her contrary wishes.

Since the late 1990s, the Federal Trade Commission (FTC) has deemed
violations of privacy policies to be an “unfair or deceptive” practice under the FTC
Act. The FTC has the power to enforce the FTC Act. The result of the FTC’s
Involvement has been to create a system of quasi-self-regulation, where companies
define the substantive terms of how they will coliect, use, and disclose personal
data, but they are then held accountable to these terms by the FTC. Over time,
however, the FTC has interpreted the FTC Act as requiring more of companies
than merely following promises.

_ The Chief Privacy Officer. Over the last two decades, there has been a
Significant rise in the number of “privacy professionals.” The association for such
idividuals — the International Association of Privacy Professionals (IAPP) —
ha_s 8rown at rates from 30 percent to 40 percent. Beyond the large membership of
this _organization, a further indication of the ongoing development and
Specialization of privacy work is provided by the three certification titles that the
IAPP grants. By taking examinations, an applicant can become a Certified
Information Privacy Professional (CIPP), a Certified Information Privacy Manager
(CIPM), or a Certified Information Privacy Technologist (CIPT).

Many companies have a chief privacy officer (CPO) who, among other things,
develops a “privacy program” within an institution.! A privacy program typically
has both elements involving compliance and strategy. Compliance means
-
al ;hsfg:i\;v;cpr%ctit.ioner:orientgd guides to the rc_)le.of a CPQ, see Michelle Fir}neran Dennedy et
5 0’[ ), Y ongineer’s Manifesto (2014); Building a Privacy Program (Kirk M. Herath ed.,
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developing safeguards, including training the workface, to make sure that the
company follows all privacy and security laws and regulations. Strategy meang
assessing privacy risks, training the workforce about privacy awareness, helping
to shape products and services so that they minimize any potential privacy
concerns, and stopping or limiting a company’s actions that consumers might fing
too privacy-invasive. The CPO often helps manage not only the informatiop
companies have about consumers but also the data maintained about the
workforce.

In some industries, laws or regulations require that companies have j
designated employee to handle privacy and security responsibilities. An example
would be the FTC’s Safeguards Rule, issued pursuant to the Gramm-Leach-Bliley
Act, which requires the designation of one employee at the covered entity to
manage the company’s responsibilities pursuant to the Rule. In other industries,
businesses voluntarily have CPOs. In such companies, the rise of the CPO is tieg
to an increase of privacy and security obligations, whether through statutes,
regulations, or contracts. As a consequence, it is efficient for a company to have a
specialized employee to do this work. CPOs are now common in most large and
medium-sized businesses.

As Kenneth Bamberger and Deirdre Mulligan note, “[Clorporate privacy
management in the United States has undergone a profound transformation.””
Based on a series of interviews with leading CPOs, Bamberger and Mulligan
present an account of “privacy on the ground.” In their view, these firms, driven
by the leadership of CPOs, have adopted a dynamic approach to privacy issues.
The approach “stressed the importance of integrating practices into corporate
decision-making that would prevent the violation of consumer expectations.” The
respondent CPOs also emphasized the importance of developing “company law,”
by which they meant “consistent and coordinated firm-specific global privacy
policies intended to ensure that a firm both complies with the requirements of all
relevant jurisdictions and acts concordantly when dealing with additional business
issues not governed by any particular regulation.”

2. TYPES OF LAW

Tort Law. Tort law has been used by plaintiffs in response to various forms of

data collection, use, or disclosure. Plaintiffs have attempted to use the Warren anc
Brandeis privacy torts, which were originally developed to address issues
involving privacy and the media, as well as other torts, such as negligence. Later
in this chapter we will explore how these attempts have fared.

Contract Law. In many instances, companies have a privacy policy thai
specifies how that information is to be collected, used, or disclosed. Later in this
chapter we will explore whether these policies can be enforced as contracts or via
promissory estoppel.

? Kenneth A. Bamberger & Deirdre K. Mulligan, Privacy on the Books and on the Ground. 63
Stan. L. Rev. 247, 251 (2011).
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Property Law. Some commentators argue that personal data should be treated
akin to property. If businesses want to collect or use it in certain ways, they must
puy it from the individual, or otherwise trade for it. Later in this chapter we will
explore whether treating personal data this way will result in the appropriate forms
of data protection.

FTC Section 5 Enforcement. Since the mid-1990s, the Federal Trade.
Commission (FTC) has used Section 5 of the FTC Act to regulate consumer
privacy. Section 5 prohibits “unfair or deceptive acts or practices in or affecting
commerce.” 15 U.S.C. § 45. The FTC views violations of privacy policies as a
“deceptive” practice. It views a number of other practices as “unfair.” The FTC’s
Section 5 jurisdiction is quite broad and encompasses most industries (except for
a few carve outs). As a result, it has become the dominant agency regulating
privacy in the United States. We will explore the FTC’s enforcement of Section 5
later in this chapter.

Federal Statutory Regulation. There are numerous federal statutes pertaining
to consumer privacy. As discussed above, the United States follows a sectoral
approach to privacy regulation, so statutes differ in different industries and some
industries lack their own law. The federal statutes will be discussed later in this
chapter.

State Statutory Regulation. Many states have passed sectoral legislation
regulating business records and databases. These state statutes sometimes have
stronger protections of privacy than federal statutes. There are thousands of state
slatutes involving privacy, and because there are so many, this chapter focuses
primarily on the federal statutes.

State statutes play a key role in the protection of privacy — even beyond the
borders of a particular state. For example, California has passed a series of strong
privacy protections, and, as a general matter, California can be said to have the
strongest privacy law in the United States.’ These statutes typically protect the
personal data of California residents regardless of where the data processing
oceurs. Many companies have a segment of their business involving customers
ﬁ_‘om California, which is not surprising because this state would be the world’s
eighth largest economy if it were a stand-alone country. Thus, these companies
must comply with California’s privacy laws for their customers based in this
economically important state. Some companies carve out different policies and
procedures to deal with California law, but others just follow California law for all
Customers because it is easier to follow just one set of rules, and California’s laws
are often the strictest.

The list of California privacy laws is extensive. California passed the first data
bregch n_otiﬁcation law in 2002, and 46 states have now followed suit. One of
Cahforma’s‘more unique consumer privacy protections is its “Shine the Light”
|le. Pass.ed in 2003, SB27, Cal. Civ. Code § 1798.83, allows consumers to obtain
ffom businesses information about the personal data that the businesses disclosed

3 . . . o
Calif T_hf: California Office of Privacy Protection maintains a comprehensive summary of
0mmia’s privacy statutes: hitp://www.privacy.ca.gov/lawenforcement/laws.htm.




790 | CHAPTER 9. CONSUMER DATA

to third parties for direct marketing purposes. People can find out the kinds of
personal information that a company provided to third parties for direct marketing
purposes as well as the “names and addresses of all of the third parties that received
personal information from the business.” § 1798.83(1). The law applies 14
businesses with 20 or more employees. § 1798(c)(1). Companies with privacy
policies that allow people to opt out of sharing of their data with third parties are
exempt. § 1798(c)(2).

Other California privacy laws include an obligation placed on rental car
companies to inform customers if they have a “black box” in their vehicles; the
Confidentiality of Medical Information Act (CMIA), which is a general health
information privacy law for the state; and the Song-Beverly Credit Card Agq
discussed below, which limits the kinds of personal information collected by
companies that accept credit cards. X

NOTES & QUESTIONS

1. The Case for Less Privacy Regulation. Several commentators argue that self.
regulation is preferable to creating more state and federal privacy laws. Fred
Cate points out that self-regulation is “more flexible and more sensitive i
specific contexts and therefore allow[s] individuals to determine a more tailored
balance between information uses and privacy than privacy laws do.”*

Eric Goldman argues:

Relatively few consumers have bought privacy management tools, such as
software to browse anonymously and manage Internet cookies and e-mail. Many
vendors are now migrating away from consumer-centric business models, So,
although consumers can take technological control over their own situation, few
consumers do.

Plus, as most online marketers know, people will “sell” their personal data
incredibly cheaply. As Internet pundit Esther Dyson has said: “You do a survey,
and consumers say they are very concerned about their privacy. Then you offer
them a discount on a book, and they’ll tell you everything.” Indeed, a recent
Jupiter report said that 82% of respondents would give personal information to
new shopping sites to enter a $100 sweepstakes.

Clearly consumers’ stated privacy concerns diverge from what consumers do.
Two theories might explain the divergence.

First, asking consumers what they care about reveals only whether they value
privacy. That’s half the equation. Of more interest is how much consumers will
pay — in time or money — for the corresponding benefits. For now, the cost-
benefit ratio is tilted too high for consumers to spend much time or money on
privacy.

Second, consumers don’t have uniform interests. Regarding online privacy,
consumers can be segmented into two groups: activists, who actively protect their
online privacy, and apathetics, who do little or nothing to protect themselves. The
activists are very vocal but appear to be a tiny market segment.

Using consumer segmentation, the analytical defect of broad-based online
privacy regulations becomes apparent. The activists, by definition, take care of

* Fred H. Cate, Privacy in Perspective 26 (2001); see also Fred H. Cate, Privacy in the
Information Age (1997).
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themselves. They demand privacy protections from bu.sinesges and, if they don’t
get it, us€ technology to protect themselves or take their busme_ss elsewhere. .

In contrast, mainstream consumers don’t change their b_ehavwr based on online
privacy cOnCerns. If these people won’t t.ake even minimal steps to protect
themselves, why should government regulation do it for them?

Further, online businesses will invest in privacy when it’s proﬁt'abl.e. ... When
companies believed that few consumers would change their behavior if they were
offered greater privacy, those companies did nothing or put into place privacy
policies that disabused consumers of privacy expectations. Of course, if
companies later discovered that they were losing busmggs because customers
wanted more privacy, they would increase their privacy initiatives.

Consumer behavior will tell companies what level of privacy to provide. Let
the market continue unimpeded rather than chase phantom consumer fears

through unnecessary regulation.’

In contrast, Peter Swire contends that privacy legislation need not be

antithetical to business interests. According to Swire, privacy legislation should
be viewed as similar to the “trustwrap” that Johnson & Johnson placed around
bottles of Tylenol after a scare involving cyanide poisoning of the pain
reliever.® Swire believes that “privacy legislation targeted at online practices”
would provide the kind of safety to allow consumers to engage in cyberspace
activities with confidence.
Flexible Regulation. Some commentators contend that a middle ground can be
found between traditional legal regulation and self-regulation. Dennis Hirsch
argues that environmental law suggests ways to regulate privacy that are
flexible and that mix legal regulation with self-regulation:

Over the past forty years, environmental law has been at the epicenter of an
intense and productive debate about the most effective way to regulate. Initial
environmental laws took the form of prescriptive, uniform standards that have
come to be known as “command-and-control” regulation. These methods, while
effective in some settings, proved costly and controversial. In the decades that
followed, governments, academics, environmental and business groups, and
others poured tremendous resources into figuring out how to improve upon
these methods. This work has produced a “second generation” of environmental
regulation. . . .

Second generation initiatives encourage the regulated parties themselves to
choose the means by which they will achieve environmental performance goals.
That is what defines them and distinguishes them from first generation
regulations under which the agency has the primary decision-making power
over pollution control methods. This difference tends to make second
generation strategies more cost-effective and adaptable than command-and-
control rules. The proliferation of second generation strategies has led some to
identify the environmental field as having “some of the most innovative
regulatory instruments in all of American law.”

Privacy regulation today finds itself in a debate similar to the one that the
environmental field has been engaged in for years. On the one hand, there is a

Eric Goldman, The Privacy Hoax, Forbes (Oct. 14, 2002), available at
|1le://www.ericgoldman.org/Articles/privacyhoax.htm.
¢ Peter P. Swire, Trustwrap. The Importance of Legal Rules to Electronic Commerce and
internet Privacy, 54 Hastings L.J. 847 (2003).
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growing sense that the digital age is causing unprecedented damage to privacy
and that action must be taken immediately to mitigate these injuries. On the
other, a chorus of voices warns against the dangers of imposing intrusive and
costly regulation on the emerging business sectors of the information economy.
Missing thus far from the dialogue is any significant discussion of the more
flexible “second generation” regulatory strategies that might be able to bridge
this gap. It took environmental law decades to arrive at these alternatives. The
privacy field could capitalize on this experience by looking to these
environmental policies as models for privacy regulation.”

Is the analogy of privacy law to environmental law an apt one? To wha
extent are the privacy statutes discussed in this book thus far command-and-
control rules versus flexible rules? Is Hirsch calling less for self-regulation thap
for industry input into the form and content of rules?

3. Is Privacy Still Possible? Is privacy still possible in an Information Age? Sco

McNealy, CEO of Sun Microsystems, Inc., once remarked: “You already have
zero privacy. Get over it.” Should we eulogize the death of privacy and move
on? Or is it possible to protect privacy in modern times?

Consider David Brin:

... [I]t is already far too late to prevent the invasion of cameras and databases.
The djinn cannot be crammed back into its bottle. No matter how many laws
are passed, it will prove quite impossible to legislate away the new surveillance
tools and databases. They are here to stay.

Light is going to shine into nearly every corner of our lives. . . .

If neo-Western civilization has one great trick in its repertoire, a technique
more responsible than any other for its success, that trick is accountability.
Especially the knack — which no other culture ever mastered — of making
accountability apply to the mighty. . . .

Kevin Kelly, executive editor of Wired magazine, expressed the same idea
with the gritty clarity of information-age journalism: “The answer to the whole
privacy question is more knowledge. More knowledge about who’s watching
you. More knowledge about the information that flows between us —
particularly the meta-information about who knows what and where it’s going.”

In other words, we may not be able to eliminate the intrusive glare shining
on citizens of the next century, but the glare just might be rendered harmless
through the application of more light aimed in the other direction.®

Is greater transparency the solution to the increasing threats to privacy?

4. Privacy Enhancing Technologies and Privacy by Design. As part of the selfs

governance, technology can assist companies as well as consumers in making
privacy choices. Privacy on the Internet can be protected by another fori of
regulatory mechanism — technology. According to Joel Reidenberg, “law and
government regulation are not the only source of rule-making. Technologicléfj
capabilities and system design choices impose rules on participants.

Technology, 76 Tex. L. Rev. 553 (1998).

7 Dennis D. Hirsch, Protecting the Inner Environment: What Privacy Regulation Can Learn

from Environmental Law, 41 Ga. L. Rev. 1, 8-10 (2006).

8 David Brin, The Transparent Society 8-23 (1998). )
® Joel Reidenberg, Lex Informatica: The Formulation of Information Policy Rules Through
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Reidenberg calls such forms of technological governance “Lex Informatica.”
In Code, Lawrence Lessig developed similar ideas, as expressed in his famous
adage: code is law.'" By that he means that a central fashion in which regulation
takes place in cyberspace is through technological configurations and system
design choice."'

In the privacy context, Privacy Enhancing Technologies (PETs) have
received much attention from scholars and the privacy policy community.
Herbert Burkert describes PETs as “technical and organizational concepts that
aim at protecting personal identity. These concepts usually involve encryption
in the form digital signatures, blind signature or digital pseudonyms.”"?

Ann Cavoukian, the Information and Privacy Commissioner of Ontario,
Canada, has coined the term “privacy by design,” a related concept to PETs.
According to Cavoukian, “Privacy by Design refers to the philosophy and
approach of embedding privacy into the design, operation and management of
inform?;cion technologies and systems, across the entire information life
cycle.”

Ira Rubinstein has developed a useful taxonomy of PETs as either “substitute
PETs” or “complementary PETs.”"* In his definition, “[s]ubstitute PETs seek
to protect privacy by ensuring that little or no personal data is collected in the
first place, thereby making legal protections superfluous.” As an example,
Rubinstein points to client-centric architecture, such as the Tor network, that
prevents or minimizes the collection of personal data by permitting anonymous
browsing. He also notes that in “practice, many substitute PETs are more
theoretical than practical” with few being widely deployed. '

In contrast, complementary PETs are designed to implement legislative
privacy principles or related legal requirements. Here, Rubinstein draws a
further distinction and identifies two types of complementary PETs. First, there
are “privacy-friendly PETs,” which give people more control over their
personal data through improved notice and consent mechanisms, browser
management tools, and dashboard interfaces. Second, “privacy-preserving
PETs” resemble substitute PETs in that they rely on technology to limit data
collection while also complementing legal requirements. Rubinstein’s
examples of this final category are privacy-preserving data mining and privacy-
preserving targeted advertising. He concludes by arguing that “the market
incentives for substitute PETs are feeble” and that “regulatory incentives may
§till be necessary to overcome the reluctance of private firms to increase their
investments in PETSs, especially in the face of limited consumer demand,

competing business needs, and a weak economy.”

1? Larry Lessig, Code and Other Laws of Cyberspace ( 1999).
For an analysis of Lessig’s suggestions for privacy, see Paul M. Schwartz, Beyond Lessig’s

Code for Internet Privacy, 2000 Wisc. L. Rev. 743.

2
Herbert Burkert, Privacy-Enhancing Technologies: Typology, Critique, Vision, in

:F;:hliglgo%y and Privacy: The New Landscape 123, 125, 128 (Philip E. Agre & Marc Rotenberg,

13 . . . .
Ann  Cavoukian, Privacy by Design Resolution (2010), http://www.ipc.on.ca/

site_documents/pbd-resolution.pdf.

14 o
Ira S. Rubinstein, Regulating Privacy by Design, 26 Berkeley Tech. L.J. 1409 (2012).




794 ] CHAPTER 9. CONSUMER DATA

Additionally, Rubinstein contrasts PETs with privacy by design. Wheregg
most PETs are “added-on to existing systems, sometimes as an afterthought by
designers and sometimes by privacy-sensitive end-users,” privacy by design ig
a systematic approach to developing any product or service “that embeds
privacy into the underlying specifications or architecture.” Although thig
approach has great potential, Rubinstein suggests that in order for privacy by
design to achieve greater success than PETSs, governments will have to clarify
what it means for companies to “build in” privacy from the outset rather thap
“bolt it on” at the end and create regulatory incentives that will spur broader
adoption.

3. PERSONALLY IDENTIFIABLE INFORMATION (PII)

PII is one of the most central concepts in privacy regulation. It defines the
scope and boundaries of a large range of privacy statutes and regulations. Federal
statutes that turn on this distinction include the Children’s Online Privacy
Protection Act, the Gramm-Leach-Bliley Act, the HITECH Act, and the Video
Privacy Protection Act. Moreover, state statutes that rely on PII as a jurisdictionaj
trigger include California’s Song-Beverly Credit Card Act and the many data
security breach notification laws. These laws all share the same basic
assumption—that in the absence of PII, there is no privacy harm. Thus, privacy
regulation focuses on the collection, use, and disclosure of PII and leaves non-PI}
unregulated.

Given PII’s importance, it is surprising that information privacy law in the
United States lacks a uniform definition of the term. Computer science has also
shown that the very concept of PII is far from straightforward. Increasingly.
technologists can take information that appears on its face to be non-identifiabls
and turn it into identifiable data. Instead of defining PII in a coherent and consistent
manner, privacy law offers multiple competing definitions, each with some
significant problems and limitations.

Approaches to PII. There are three predominant approaches to defining PII in
various laws and regulations: (1) the “tautological” approach, (2) the “non-public”
approach, and (3) the “specific-types” approach.'’ These approaches are also made
either as a rule or standard. A standard is an open-ended decision-making
yardstick, and a rule, its counterpart, is a harder-edged decision-making tool.

The tautological approach defines PII as any information that identifies &
person. The Video Privacy Protection Act (VPPA) demonstrates this model. The
VPPA, which safeguards the privacy of video sales and rentals, simply defmcs_
“personally identifiable information” as “information which identifies a person.
One problem with this approach is that it simply states that PII is PII without
providing guidance about how to identify PII.

"> Paul M. Schwartz & Daniel J. Solove, The PII Problem: Privacy and a New Concep! !?_'{
Personally Identifiable Information, 86 N.Y.U. L. Rev. 1815 (2011). For an analysis of concepts 0
personal information in the European Union, see Paul M. Schwartz & Daniel J. Solove, Reconciling
Personal Information in the U.S. and EU, 102 Cal. L. Rev. 877 (2014).

A second approach toward defining PII focuses on non-public information.
The Gramm-Leach-Bliley Act (GLB Act) epitomizes this approach by defining
“personally identifiable financial information” as “nonpublic personal
information.” The statute fails to define “nonpublic,” but presumably this term
means information not found within the public domain. The non-public approach,
however, does not map onto whether the information is in fact identifiable.

The third approach is to list specific types of data that constitute PII. In the
context of the specific-types approach, if the information falls into an enumerated
group, it becomes a kind of statutory “per se” PIL The federal Children’s Online
Privacy Protection Act (COPPA) of 1998 illustrates this approach. COPPA states
that personal information is “individually identifiable information about an
individual collected online” that includes a number of elements beginning with
“first and last name,” and continuing through a physical address, Social Security
number, telephone number, and e-mail address. Its definition of PII also includes
“any other identifier that the [Federal Trade Commission (FTC)] determines
permits the physical or online contacting of a specific individual.” A limitation
with the specific-types approach is that it can fail to respond to new technology,
which is capable of transforming the kinds of data that are PII.

State privacy laws also define personal information. One of the most important
of these laws is the Song-Beverly Credit Card Act, which prevents business from
requesting “personal identification information” during credit card transactions.
This statute has been the object of considerable litigation. In Pineda v. Williams-
Sonoma Stores (2011), the California Supreme Court evaluated whether a ZIP code
Wwas protection personal information under the Song-Beverly Act. In Apple v.
Krescent (2013), the same court considered whether this law’s prohibitions
extended to online merchants offering products that were downloadable.

PINEDA V. WILLIAMS-SONOMA STORES
246 P.3d 162 (Cal. 2011)

MORENO, J. The Song-Beverly Credit Card Act of 1971 (Credit Card Act) (Civ.
dee, § 1747 et seq.) is “designed to promote consumer protection.” Florez v.
Lingns "N Things, Inc., 108 Cal. App. 4th 447, 450, (2003). One of its provisions,
section 1747.08, prohibits businesses from requesting that cardholders provide
“personal identification information” during credit card transactions, and then
tecording that information.

.Pl_aintiff sued defendant retailer, asserting a violation of the Credit Card Act.
Plaintiff alleges that while she was paying for a purchase with her credit card in
one of defendant’s stores, the cashier asked plaintiff for her ZIP code. Believing it
ficcessary to complete the transaction, plaintiff provided the requested information
and the cashier recorded it. Plaintiff further alleges that defendant subsequently
Used her name and ZIP code to locate her home address.

'We are now asked to resolve whether section 1747.08 is violated when a
busmesg fequests and records a customer’s ZIP code during a credit card
:ffil_lsactilon. .In light of the statute’s plain language, protective purpose, and
egislative history, we conclude a ZIP code constitutes “personal identification
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information” as that phrase is used in section 1747.08. Thus, requesting ang
recording a cardholder’s ZIP code, without more, violates the Credit Card Act, We
therefore reverse the contrary judgment of the Court of Appeal and remand for
further proceedings consistent with our decision. . . .

Plaintiff visited one of [defendant Williams-Sonoma’s] California stores ang
selected an item for purchase. She then went to the cashier to pay for the item wit
her credit card. The cashier asked plaintiff for her ZIP code and, believing she wag
required to provide the requested information to complete the transaction, plaintiff
provided it. The cashier entered plaintiff’s ZIP code into the electronic cagh
register and then completed the transaction. At the end of the transaction.
defendant had plaintiff’s credit card number, name, and ZIP code recorded in its
database.

Defendant subsequently used customized computer software to perform
reverse searches from databases that contain millions of names, e-mail addresses,
telephone numbers, and street addresses, and that are indexed in a manner
resembling a reverse telephone book. The software matched plaintiff’s name and
ZIP code with plaintiff’s previously undisclosed address, giving defendant the
information, which it now maintains in its own database. Defendant uses its
database to market products to customers and may also sell the information it has
compiled to other businesses. . . .

Section 1747.08, subdivision (a) provides, in pertinent part, “[N]o person,
firm, partnership, association, or corporation that accepts credit cards for the
transaction of business shall . .. : (2) Request, or require as a condition to accepting
the credit card as payment in full or in part for goods or services, the cardholder to
provide personal identification information, which the person, firm, partnership,
association, or corporation accepting the credit card writes, causes to be written,
or otherwise records upon the credit card transaction form or otherwise.

Subdivision (b) defines personal identification information as “information
concerning the cardholder, other than information set forth on the credit card, and
including, but not limited to, the cardholder’s address and telephone number.”
Because we must accept as true plaintiff’s allegation that defendant requested and
then recorded her ZIP code, the outcome of this case hinges on whethe: a
cardholder’s ZIP code, without more, constitutes personal identification
information within the meaning of section 1747.08. We hold that it does.

Subdivision (b) defines personal identification information as “information
concerning the cardholder . . . including, but not limited to, the cardholder's
address and telephone number” (italics added). “Concerning” is a broad term
meaning “pertaining to; regarding; having relation to; [or] respecting. . .
(Webster’s New Internat. Dict. (2d ed. 1941) p. 552.) A cardholder’s ZIP co_de,
which refers to the area where a cardholder works or lives is certainly information
that pertains to or regards the cardholder.

In nonetheless concluding the Legislature did not intend for a ZIP code,
without more, to constitute personal identification information, the CQUﬂ_ of
Appeal pointed to the enumerated examples of such information in subdivision (bl
i.e., “the cardholder’s address and telephone number.” . . . [T]he Court of Apped
reasoned that an address and telephone number are “specific in nature regardiig
an individual.” By contrast, the court continued, a ZIP code pertains to the group

of individuals who live within the ZIP code. Thus, the Court of Appeal concluded:

Plaintifp g const

a ZIP code, without more, is unljk.
subdivision (b).

There are several problems with thi i i .
understood to be part of an address; wh}elilsorrfg sa(zllzilfegs'sgzs%egeﬂp COdZ i
B code is a‘llw ays included. The question then is whether 1:h0 imt' ature. b
prov1d12g that personal identification information” includ “ h g siare, by
address” intended to include components of the addresg Theeasn b el
Otherwise, a b}lsmess could ask not just for a cardholde:r’s ZIP SWgr fhust be yes.
tllleoc;;ihggi; s itreet and cti)ty in addition to the ZIP code ) f:nge ’al;uii 23?(;) foi
als e house number. § ~ ’ 1d no
protections. hollow. Thus, the wordh‘l‘il}:ic?recs(:’l’sitrrlli(l:ltelOsltlaf‘:)lvl?;l ii reﬁldgr fho statute’s
encompassing not only a complete address, but also its com OC;u t C e

Second, the court’s conclusion rests upon the assum;l)atioznt;ét a complet
e

address and telephone number unlik i
That this assumption holds trué in alle :r o Code, e il individual,

e the other terms specifically identified in

?nggr%ati?n could easily pertain to tens, hundreds
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add];:g Sujns(i t(e)li cli)urse, section 1747.08 explicitly provides that cardholder’
i jnformatjoﬁ opehnumber constitute personal identification information; te}f ;-
R omma .lmlzg t also pertain to individuals other than the cardholci ?t
- Similarly, that a cardholder’s zp code pertains to individu Ier n
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addition to the cardholder d i
oes issimi
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or even thousands of

ko ’ r th ’s business i
ng, a cardholder’s ZIp code is similar to his or her ell)(;gfe?sssef).rtiglcé;rhthls
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E tt}lllzgl eel f;Pdﬁo;ie 1s’ both unnecessary to the transaction and can be used
rdholder’s name, to locate his or her full address. The retailer’

done. here, use the accumulated

ffom obtain; i “ i
ning directly, end-running” the statute’s clear purpose. This is S0

‘Cause | i =
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[T h . . . .
The legislative history of section 1747.08 offers additional evidence that

ruction is the correct one. .,
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the legislative history angd
in li tatutory language, as well as the slati .

) Th;lS, in sgihéf(li;h:t;tlilt; WZ hold that personal 1dent1’ﬁcat;)n 1E11format10n, as
f;;?f:rnrl)‘il;pused in section 1747.08, includes a cardholder’s ZIP code.

APPLE V. KRESCENT
292 P.3d 883 (Cal. 2013)

LU, J. The Song-Beverly Credit Card 11Xct é)_f 1%701dgCr§ecil;4(;are(: ;Aef]t)) goo\;;eernosftiz
o i iv. , .- of
issuqnf:e e ctio 0{7042(1(;% ca;(()ilsl.ib(i[t(s:?e.t]ailers from “[r]equest[ing], or requlr[lqg]
provisions, section s ot i d ayment . . ., the cardholder to write
as a condition 19 ac_ceptmg the credl&giru a§npt1¥e credit card transaction form or
i peyso,r’lal 1dent}?caits1§np13)f§irl§?; retaiﬁers from requesting or requiripg the
o e £ 'ovide personal identification information, whlqh the [retaller]. 0
cardholder to 13[2 be written, or otherwise records upon the credit carq transac‘u.og
A Ca]tlllsesise ” and fror,n “[u]tiliz[ing] . . . a cre_:dlt card form wh1ch ggnt?}ns
formrionrteoc; se;:;es ,speciﬁcally designed for filling in any personal identification

prep .
information of e lc\;der (gvlgg‘:flgr s.e.c.ti.on 1747.08 prohibit§ an online retailer from
We‘ e reS?liring personal identification information frpm a custorlnerd agla‘
requc?sjt g or red ting a credit card as payment for an electronically do“(/in oadable
coniton accefreﬁ%l consideration of the statute’s t_ext, structure, an %‘:lrﬁots}f-:
prO(iE)Clti It{f;(t)ns:::ction 1747.08 does not apply to online purchases in which the

we C
p roduct‘ i.s dowzloalieﬁlzle(igﬁlec)?lcllzféﬁdam below, Operatgs an Internpt Wel;] smi
Petltlon]f?r p'l")l“unes 'store through which it sellg digital med_1§ Ksruc ::
ownloadable s (11 and video files. In June 2011, plaintiff below, Davi c?tsce:t .
downloadeble o bloh If of himself and a putative class of §1m11ar1y situa eB
'Sue'd .Apple fon aIGI:e aed violations of section 1747.08. Spe(_:lﬁcally, Krszc:riﬂ
DR hor rch%lsed media downloads from Apple on various occ.asmide S
B e g'?il(l)n of receiving these downloads, he was requlred to pr(l)l\;l . H\
e o 1ber and address in order to complete his credlt_card pure is‘ S
P i nunél that Apple records each customer’s personal 1nforma‘uorr1r,l 5 o;
further allfl:lg © le alg obligated to collect a custorper’s telephone f[lu . 5
v i ydor togcomplete the credit card transaction, and does_no_dre;q[a1 o
- o Orlerhone number or address for any special purpose 1n<1;11' e e
e o tehep individual credit card transaction, guch as shipp rrr%itted
rela}ted o 111 he alleged that “the credit card transaction yvould be pe e
delivery. AF’[hou'{fhout any personal identification information, Krt?scerlel g
tccc))nlt)erl(l)g:fldthax‘leven if the credit card processitcllg ctc')frflpatl'r;ynoil i(;tﬁ)};aru]mei nd(i,r -
i illi s and [credit card identification ! ) o
Ciramsane Yol i) Woshons s et o i

i is, under no circumstance does [Apple] need
transsctlgln;;(}llg;[ tlo’complete a [media] download transacthn. } I doing 50, “0uf
numwe; lreview 5 Tou ue Statut(ﬁylconStrll(l:;[;osrlc; a: to effectuate the
i i i e lawma
B e aye. we aart with the language of the Stalle
purpose .

“giv[ing] the words their usual and ordinary meaning .
light of the statute as a whole and the statute’
Sonoma, 246 P.3d 612 (Cal. 201 1)....

We begin with the text of the statute. Sectj
provided in subdivision (c), no person,
corporation that accepts credit cards for the tr-
the following: (1) Request, or require as a co
payment in full or in part for goods or service
identification information upon the credit ¢

Request, or require as a condition to accepting the credit card as payment in full or
in part for goods or services, the cardhol

der to provide personal identification
information, which the person, firm, partnership, association, or corporation

accepting the credit card writes, causes to be written, or otherwise records upon
the credit card transaction form or otherwise. (3) Utilize, in any credit card
transaction, a credit card form which contains preprinted spaces specifically
designated for filling in any personal identification information of the
cardholder.” Section 1747.08, subdivision (b) (hereafter section 1747.08(b))
defines “personal identification information” ag “information concerning the
cardholder, other than information set forth on the credit card, and including, but
not limited to, the cardholder’s address and

telephone number.” . . .
Although section 1747.08 does not explicitly reference online transactions,
both parties maintain that the Le

gislature’s intent is apparent from the plain
meaning of the statute’s terms.

Krescent contends that the language of section
1747.08(a) “must be read as an all-inclusive prohibition on every businesses [sic]
regardless of the form of the transaction.” According to Krescent, in directing the

statutory prohibition at any “person, firm, partnership, association, or corporation
that accepts credit cards for the transaction of business” (§ 1747.08(a)), the
Legislature intended to include all retailers without exception. If the Legislature
intended to exempt online retailers, he contends, it could have done so.

Apple, on the other hand, argues that the first sentence of section
1747.08(a) must be construed in light of other language in the statute indicating
that the Legislature had in mind only in-person business transactions. For
example, section 1747.08(a)(1) prohibits a retailer from requesting or requiring a
“cardholder to write any personal identification information upon the credit card
Iransaction form or otherwise.” (Italics added.) Section 1747.08(a)(2) prohibits a
retailer from requesting or requiring the cardholder to provide such information,
which the retailer “writes, causes to be written, or otherwise records upon the
credit card transaction Jorm or otherwise.” (Italics added.) And section
1747.08(a)(3) prohibits the retailer from utilizing “a credit card Jorm which

contains preprinted spaces.” (Italics added.) Apple says the terms “write” and
“forms” imply, by their physicality, that section 1747.08 applies only to in-person
transactions. Apple further argues that the definition of “credit card” in section
1747.02-“any card, plate, coupon book, or other single credit device existing for
the purpose of being used from time to time upon presentation to obtain money,
Property, labor, or services on credit”—indicates that the Legislature contemplated

only those transactions in which the card is physically presented or displayed to
the retailer. (§ 1747.02, subd. (a), italics added.)

- while construing them in
S purpose.” Pineda v. Williams

on 1747.08(a) provides: “Except as

firm, partnership, association, or
ansaction of business shall do any of
ndition to accepting the credit card as
s, the cardholder to write any personal
ard transaction form or otherwise. 2

A.THE U.S. SYSTEM OF CONSUMER DATA PRIVACY REGULATION , 799




800 | CHAPTER 9. CONSUMER DATA

We think the text of section 1747.08(a) ag)lnf é}slen(l)fe(;scll;greeOr;tﬂ;eql:;;teloﬁ
e o Stit:l‘gg;y 1132%%%31(5111%1%?St:sont:mplate commercial transacti(_)ns
N fiormiieslntemet. But it’ does not seem awkwarq or gnproper to desc_rlbe
COndu(:tef e characters into a digital display as “Wr_ltlng on a computerized
:c‘he aCt»O typlngt ing statutes that predate their possible appl}cab1l1ty to new
S consrtguha\g/e not relied on wooden construction of their terms. Fidelity
teChnO_lolg% Zmilntent does not “make it impossible to apply a legal text to
ey ios that did not exist when the text was created. . . . Drafters of every era
e hnological advances will proceed apace and that the ru}es they.c'reati
kr}ow tha:i o 1 z(tgo all sorts of circumstances they could not possibly envision.
o i & Garne yReading Law: The Interpretation of Legal T_exts (2012')... B
Sy &' e the plain meaning of the statutes text 1s not d;cmve. An
Ir'l thl_S Cas‘fetﬁe'sitatutory scheme as a whole is necessary to determine Whether
?tx ?sn:;l;ﬂg;b(l)e to a transaction made possible by technology that the Legislature
i
e r\l;"teerrgc/lesrlli)ll; é(;ﬂsidered the history and purpose of the [Si)ng-g:s;fflrliy t::oarr:s
determined hal) L0 e o e with credit cards.” (Pineda, 24
grgiag g§6c)0nsum§§::ivf}'1lgaﬁ§fy tl?e Legislature “sougl;;t to address thse :;111;1;2?1 r?cti"
: i dentification i " j ia, marketing purposes, :
oo ldentllt;%?r(l)(r)l f:;ﬁgrmnziiol?eg(zir};néle):a?fl such informati‘on from credlt.carg
ﬂlllitt(t)}rlgzsv? Ec was not necessary to the completion of the credit card transaction.
c

- While it is clear that the Legisl}?tur& er;i;:t?;il :ElieC(;?(;il:l ()Ctezﬁeﬁzttgo alzr}zteesei
Crivacy p p‘flvtaii)}rli \l):fi‘tlsloa&‘forec;?é toa::xpgsingg consumers and retailers to uniilie
hsk of pr% e";he legislative history shows that the Legislature enacte'd.tk.le stﬁtu teh:
e fo{au 'onl aﬁer carefully considering and rejecting the possibility t tat_1 4y
prOhlbl_tIOIle grsonal identification information by brlck-anq-moﬁar resal ete
o snve. lg itimate purpose such as fraud prevention. In particular, th_e ken;ld-
COH'ld‘ SeweCamr%littee considered the standard procedure fol'lowed by bric -; '3
JudlCIal'Yt '(1) s in the 1990s to verify the identity of credit card users—w 5
mOftE(llr (rie “ :rify[ing] the identification of the cardholder by comgar;n%f -
II}CIU e on the credit card transaction form with the signature on the bac o
Slg][lrfl’turedo‘r‘l tact [ing] the credit card issuer’s authorization center [toghot 2
- ari” f((:)(r)nsales above a specified “floor limit”—and concludeii ié; e
2gﬁrez\£§)n of personal identification informatfic;r: was n}g;lia I?Ii:)cezsggl(’)y(sl 318)9—1990

ici sis of Assem. .

s (SZ? grl;del;irdy (ijizénag% p. 3.) This finding supportzcrilu?;l:
e lSte SS'25 judgment that brick-and-mortar retailers in the 1990_s had (Iilou%e .
Legcllsta ur:llejct personal identification information and would 1nstezi. s
hformat rimarily for unsolicited marketing. (See id..at p?. 3-4 [po mtg e
}%i(gl;rll:rtrllgntﬁe bill was designed to address wasdreta_lfl‘erst' praitg‘;lsrem 2tion] o

« i ieve that [personal identification 1n Lon[RHG

CONSUMErs L%fgﬁiﬁﬂﬁ&f \t/he cred[ig card transaction, when, 1n fact, g ul:iggés
and “acq C'O[in ] this additional personal information for their qv&;ln b
;ﬁ?posggil;or gexample, to build mailing or telephone lists whic

subsequently use for their own in-house marketing efforts, or sell to direct-mail or
tele-marketing specialists, or to others™]; id. at pp. 5-7 [explaining that retailers
had no genuine need for personal identification information to address problems
such as billing errors, lost credit cards, and product problems].) We cannot assume
that the Legislature, had it confronted a type of transaction in which the standard
mechanisms for verifying a cardholder’s identity were not available, would have
made the same policy choice as it did with respect to transactions in which it found
no tension between privacy protection and fraud prevention. . . .

The safeguards against fraud that are provided in section 1747.08(d) are not
available to the online retailer selling an electronically downloadable product.
Unlike a brick-and-mortar retailer, an online retailer cannot visually inspect the
credit card, the signature on the back of the card, or the customer’s photo
identification. Thus, section 1747.08(d)—the key antifraud mechanism in the
statutory scheme—has no practical application to online transactions involving
electronically downloadable products. We cannot conclude that if the Legislature
in 1990 had been prescient enough to anticipate online transactions involving
electronically downloadable products, it would have intended section
1747.08(a) ’s prohibitions to apply to such transactions despite the unavailability
of section 1747.08 (d)’s safeguards.

Krescent’s complaint reinforces our conclusion insofar as it failed to allege
that Apple does not require any personal identification information to verify the
identity of the credit card user. His complaint merely alleged that “the credit card
transaction would be permitted to proceed without any further information” and
that Apple “is not contractually obligated to provide a consumer’s telephorne
number and/or address in order to complete the credit card transaction,” thereby
rendering inapplicable the exception set forth in section 1747.08(c)(3)(A). Even if
credit card transactions may proceed without any personal identification
information under the contractual terms that bind retailers and credit card
companies, the fact remains that the Legislature saw fit to include section
1747.08(d) ’s safeguards against fraud in the statutory scheme. The inclusion
of section 1747.08(d), separate and apart from the exception in section
1747.08(c)(3)(A), reflects the Legislature’s Judgment that consumers and retailers
have an interest in combating fraud that is independent of whatever security
measures are (or are not) required by contracts between retailers and credit card
issuers. Consistent with this legislative judgment, both parties acknowledged at

oral argument that retailers often bear the risk of loss from fraudulent credit card
charges. . ..

KENNARD, J. DISSENTING. . . . To protect consumer privacy, California
statutory law prohibits retail sellers from recording the personal identification
information, such as home addresses and telephone numbers, of their credit-card-
using customers. Cal. Civ. Code § 1747.08, Subdiv. (a). The statute does not
¢xempt online sales of downloadable products from this prohibition, and on its
face the statute applies to sales conducted over the Internet just as it does to sales
conducted face-to-face or by mail or telephone. Yet the majority holds that
online sales of downloadable products are not covered by the statute, thus leaving
Internet retailers free to demand personal identification information from their

credit-card-using customers and to resell that information to others. The majority’s
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decision is a major win for these sellers, but a major loss for consumers, who in
their online activities already face an ever-increasing encroachment upon their
per?JCr}lliike the majority, I conclude that the statute means just what it says and
contains no exemption, express or implied, for o'nhne' sales of downloadable
products. The majority’s expressed concern that this plain-meaning construction
of the statute leaves online sellers with no way to detect and prevent fraudulent
purchases is unjustified. . . .

BAXTER, J. DISSENTING. . . . Section 1747.08 of the [Cal.] Civil Code was
enacted to prevent any retailer such as defendqnt Apple Inc. from collectmg
and exploiting the personal identification informat}on of consumers who use credit
cards to make their purchases. Plaintiff’s complaint spfﬁcwntly states a cause of
action under this statute: it alleges that defendant requlreq and rt?corded plaintiff’s
address and telephone number as a condition to his c’)nhne_ purchases of
electronically downloadable products, and that defendant’s act10n§ were got
otherwise permitted by the statute. In holding to the contrary, the majority rel_les
on speculation and debatable factual assumptions to carve out an expansive
exception to section 1747.08 that leaves online retailers free to cqllect and use the
personal identification information of credit card users as they w1sh.' e .

The majority implicitly agrees that defendant’s conduct falls w1th1n. thf: plain
terms of section 1747.08(a). . . . The majority holds, however2 that plaintiff was
not entitled to protection of his personal identification information because qnhne
credit card purchases of electronically downloadable prodpgts are c_:ategonca_lly
exempt from the statute’s application. . . . Although recognizing this is a question
of statutory construction, the majority feaches a result that is contrary to the terms,
purpose, and legislative history of section 1747.08. . . .

NOTES & QUESTIONS

1. Pineda and the “Specific Types” Approach to PII. The California Suprej'me
Court reversed the lower courts in Pineda, but did so on the narrowest possible
grounds. It analyzed the statutory language and legislative history, and found
that both supported a legislative intent to include a ZIP code as part ot:‘the
“cardholder’s address.” In other words, that statutory category included “not

omplete address, but its components.”
OHII};aaC segse, the California Supreme Court in Pineda only .tweaked a
subcategory within the specific-types approach to defining PIIL. It. did not reach
the broader conclusion that the Song-Beverly Act reflected a poh.cy to prevent
retailers from collecting “identification” indices that would permit a deﬁpltlve
linkage between a customer and her address. In fa(;t, the laW can bp read simply
as a prohibition on merchants collecting information that is specific enough t(;
allow the unique identification of a person. Although as many as tens 0
thousands of people might share a ZIP code, it was preglsely_the piece of
information, when added to a person’s name, which permitted linkage of the
customer to a wealth of PII about her.
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2. Krescent and Antifraud Considerations. Two years after Pineda, the
California Supreme Court in Krescent decided that the overall statutory scheme
of the Song-Beverly Act indicated a legislative desire to balance privacy
protection and fraud protection. In particular, for electronically downloadable
products, merchants faced limitations on their anti-fraud activities, which brick-
and-mortar retailers did not. Ultimately, the California Supreme Court found
that the legislature did not intend to have the relevant prohibitions in the Act
extend to online merchants. How do you think the legislature should respond
to this decision? Should online merchants be prevented from collecting
telephone numbers and addresses from customers?

3. E-mailed Receipts, ZIP Codes, and Deposits. The Song-Beverly Act has led to

litigation beyond Pineda and Krescent. For example, a federal court found that
Nordstrom violated the act by requesting an e-mail address to mail a customer
a receipt and then also using the e-mail to send the customer promotional
communications and materials. Capp v. Nordstrom, 2013 WL 5739102 (E.D.
Cal. 2013). The court found that an e-mail address was “personal identification
information” under the Song-Beverly Act. It declared that a credit cardholder’s
e-mail address was an even “more specific and personal” reference to the
person than the ZIP code at stake in Pineda. It stated, “Instead of referring to
the general area in which a cardholder lives or works, a cardholder’s email
address permits direct contact and implicates the privacy interests of a
cardholder.”

The Ninth Circuit has also considered whether the Song-Beverly Act
prevented Redbox, a self-service kiosk used to rent movies and video games,
from collecting ZIP codes. Sinibaldi v. Redbox Automated Retail, 754 F.3d 703
(9th Cir. 2014). The Ninth Circuit noted that the Song-Beverly Act contained a
specific exemption where “the credit card is being used as a deposit to secure
payment in the event of default, loss, damage, or similar occurrence.” Cal. Civ.
Code 1747.08(c)(1). While Redbox’s request for the ZIP code was one for
“personal identification information” under the Song-Beverly Act, it was
collecting this information along with the credit card number as a deposit to
secure payment should the customer not return the DVD after the first day.

Hence, Redbox did not violate the Song-Beverly Act by requesting this
personal data.

. Behavioral Marketing and PII. The burgeoning practice of behavioral

marketing, which is also sometimes termed “targeted marketing,” involves
examining the behavioral patterns of consumers to target advertisements to
them. In this technique, companies generally do not track individuals through
use of their names. Instead they utilize software to build personal profiles that
exclude this item but that contain a wealth of details about the individual.
Typically, these firms associate these personal profiles with a single
alphanumerical code placed on an individual’s computer. These codes are used
to decide which advertisements people see as well as the kinds of products that
are offered to them.

While advertising networks may not know a person’s name, identification
of individuals is nonetheless possible in many cases. For example, enough
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pieces of information linked to a single person, even in the a'bs.ence'of a name,
Social Security number, or financial information, will permit 1dent1ﬁcat1f)n qf
the individual. Nonetheless, online companies have attempted .to short—cugmt
the discussion of privacy harms and necessary legal reforms by simply asserting
that they do not collect PII. ‘
. Ohm on the PII Problem. In the view of Paul Ohm, prlval%y law must abandon
its reliance on PII and find a new regulatory paradigm.” He argues 'that jche
concept of PII is unworkable and unfixable. He points to new re-1den_t1ﬁca}t1on
research that has demonstrated that de-identified records can be re-identified
“with astonishing ease.” This occurs because there is alre?ady o) mu.ch dgta
available about individuals that is linked to their identity. To re-identify
records, one can simply try to match the information in the records to other
available data about an identified person. For example, Netflix, a popular ogllne
movie rental service, made a supposedly de-identified dajcabase of .ra}tlngs
publicly available as part of a contest to improve the predlc_:tlve capabilities of
its movie recommending software. Two researchers, Arvind N_araya}nan and
Vitaly Shmatikov, found a way to link this data with the movie .ratmgs that
some participating individuals gave to films in the. Internet MOV1§: D%tabase
(IMDb), a popular website with information and .ratmgs. abogt movies. ThI%y
did this by matching the data to individuals’ public movie ratings on IMDb.
Because data can be so readily linked to a person’s 1d§nt1ty, th qontends
that the “list of potential PII will never stop growing u_ntll it includes
everything.” Ohm proposes that regulators abandon PI.I and 1n§tea(_i prevent
privacy harm by squeezing and reducing the ﬂow of mformat'lon in society,
even though in doing so they may need to sacrifice, at least a little, important
counter values like innovation, free speech, and security.” He would replace the
current reliance on PII as a gatekeeper for privacy law With a cost-benefit
analysis for all data processing and data collection of any kind. Ohm proposes
that privacy regulation “should weigh the benefits of uquttered information
flow against the cost of privacy harms.” He proposes a minimum floor of ‘safe
handling of data for every data processor in the United States plus even strlcte,r,
practices to be imposed on the entities that he terms “large entropy reducers.
Ohm writes:

Large entropy reducers are entities that amass massive dgtabases containing so
many links between so many disparate kinds gf information that th;y represent
a significant part of the database of ruin, even if th@y deleten from their datgbas_es
all particularly sensitive and directly linkable information. We can justify
treating these entities differently using the language of duty apd faul.t. Becagslcz
large entropy reducers serve as one-stop shops for adversaries trying to lin|
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people to ruinous facts, they owe their data subjects a heightened duty of care.
When a large entropy reducer loses control of its massive database, it causes
much more harm than an entity holding much less data.

More specifically, Ohm identifies as “large entropy reducers” companies
such as the credit reporting agencies (i.e., Equifax), data brokers (i.e.,
LexisNexis), and Internet search engines (i.e., Google). Do you think that a

specific set of regulations should be devoted to companies such as the ones that
Ohm identifies?

. Schwartz and Solove Propose PII 2.0. In contrast to Ohm, Paul Schwartz and

Daniel Solove contend that information privacy law needs a concept of PII."°
Without such a concept, information privacy law will be a boundless area—it
will grow to regulate all information use. At the same time, Schwartz and

Solove also propose that PII must be reconceptualized if privacy law is to
remain effective in the future.

In their concept of PII 2.0, they propose three different regulatory categories,
each of which would be treated differently. Schwartz and Solove write:

Rather than a hard “on-off” switch, this approach allows legal safeguards for
both identified and identifiable information, ones that permit tailored FIPs built
around the different levels of risk to individuals. In our model of PII 2.0,
information refers to (1) an identified, (2) identifiable, or (3) non-identifiable
person. The continuum runs from actually being identified to no risk of
identification, and our three categories divide up this spectrum and provide
three different regimes of regulation. Because these categories do not have hard
boundaries and are fluid, we define them in terms of standards.

Information refers to an identified person when it singles out a specific
individual from others. Put differently, a person has been identified when her
identity is ascertained. There is general international agreement about the
content of this category, albeit not of the implications of being placed in it. For
example, in the U.S., the General Accounting Office, Office of Management
and Budget, and National Institute of Standards and Technology associate this
concept with information that distinguishes or traces a specific individual’s
identity.?’ In Europe, the Article 29 Group states that a person is identified
“when, within a group of persons, he or she is ‘distinguished’ from all other
members of the group.”’

In the middle of the risk continuum, information refers to an identifiable
individual when a specific identification, while possible, is not a significantly
probable event. In other words, an individual is identifiable when there is some
non-remote possibility of future identification. The risk level is moderate to
low. This information should be treated differently than an important sub-
category of nominally identifiable information, where a linkage to a specific

' Paul Schwartz & Daniel Solove, The PII Problem: Privacy and a New Concept of Personally
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person has not yet been made, but where such a connection is more l.ikely. 2
[SJuch nominally identifiable data should be treated the same as 1den§1ﬁed dqta.

At the other end of the risk continuum, non-identifiable information carries
only a remote risk of identification. Such data cannot be. said to be relatable to
a person taking account of the means reasonably likely to be used fqr
identification. In certain kinds of data sets, for example, the original sample is
so large that other information will not enable the identification of individuals.

Schwartz and Solove argue that re-identification is a risk_ rather tha_n a
certainty, and the law should be based upon the degree of r1_sk. That 'r1sk,
however, is changing, because the ability to transform non-PII into identified
information depends in part on the amount of personal data about peqple that
is available — the more data, the easier it is to find a match. The risk a}so
depends upon technology, which is changing. How should privacy regulat1qn
deal with this evolving landscape? Does PII 2.0 adequately address this
problem? L

7. Risks in De-ldentified Data? For Jane Yakowitz, the key questlop is “how
much marginal risk does a public research database create in comparison to ‘Fhe
background risks we already endure?** Yakowitz assesses this marginal risk
from data-sharing involving de-identified data as “trivially small.” She 'reaches
this conclusion by arguing that actual “adversaries” who will seek to de-identify
are scarce, in part because of “lower hanging fruit,” such as consumer dgtabases
that can be purchased, compared to anonymized databases..Yakownz also
points out that re-identifying subjects in anonymized databases is far from easy,
but requires statistical expertise, and that “large repeat players” who share
anonymized databases do not make “rookie mistakes.” ' _

A white paper by Ann Cavoukian, the Information and Privacy
Commissioner of Ontario, Canada, and Khaled El Emam has argued along
similar lines.” In their view, despite “a residual risk of re-identiﬁcation,. in the
vast majority of cases, de-identification will protect the privacy of individuals,
as long as additional safeguards are in place.” In their four-step process, the re-
identification risk exposure of a data disclosure depends upon: “the_ re-
identification probability; the mitigating controls that are in place; the motives
and capacity of the data recipient to re-identify the dataé and the extent to which
an inappropriate disclosure would be an invasion of privacy.” . '

Data security breach laws also rely on definitions of PII. We examine this
area of law in the next chapter.

22 Jane Yakowitz, Tragedy of the Data Commons, 25 Harv. J.L. & Tech.1 (2011).

% Ann Cavoukian & Khaled El Emam, Dispelling the Myths Surrounding De-ldentification:
Anonymization Remains a Strong Tool for Protecting Privacy (Information and Privacy
Commissioner of Ontario, June 2011).
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4. INJURY AND STANDING

An overarching issue in privacy cases is whether the privacy violation caused any
harm. Suppose a company violates a promise made in its privacy policy not to
share data with third parties. The company shares personal data about consumers
with a marketing company that uses the data to create more tailored ad profiles and
deliver targeted advertisements to consumers. Did the consumers suffer any harm?

Plaintiffs must typically allege a cognizable injury in order to have a viable
cause of action. In federal courts, in order to have standing, the plaintiff

must show that (1) it has suffered an ‘injury in fact’ that is (a) concrete and
particularized and (b) actual or imminent, not conjectural or hypothetical; (2) the
injury is fairly traceable to the challenged action of the defendant; and (3) it is
likely, as opposed to merely speculative, that the injury will be redressed by a

favorable decision. Friends of the Earth, Inc. v. Laidlaw Envtl. Sys. (TOC), Inc.,
528 U.S. 167 (2000).

If a plaintiff cannot establish standing, then a plaintiff’s lawsuit cannot proceed
forward in federal court.

Sometimes, statutes define the elements of a cognizable injury, but in the
absence of such a statutorily defined harm, courts will look to general legal
principles to determine if an injury occurred. In both data security breach cases and
privacy cases, courts have struggled to recognize harm. Daniel Solove argues that
courts often look for harms that are “visceral and vested””:

Harms must be visceral — they must involve some dimension of palpable
physical injury or financial loss. And harms must be vested — they must have
already occurred.

For harms that involve emotional distress, courts are skeptical because people
can too casily say they suffered emotional distress. It can be hard to prove or
disprove statements that one suffered emotional distress, and these difficulties
make courts very uneasy.

For the future risk of harm, courts generally want to see harm that has actually
manifested rather than harm that is incubating. Suppose you’re exposed to a virus
that silently waits in your bloodstream for 10 years and then suddenly might kill
you. Most courts would send you away and tell you to come back after you’ve
dropped dead, because then we would know for sure you’re injured. But then,
sadly, the statute of limitations will have run out, so it’s too late to sue. Tough
luck, the courts will say.?*

Clapper v. Amnesty International USA, 133 S. Ct. (2013) has been a highly-
influential standing case for lawsuits involving privacy and security violations.
Although Clapper involved a constitutional challenge to national security
surveillance, the case has had a significant impact on data breach and privacy
litigation among private parties. In Clapper, a group of attorneys, journalists, and
others contended that government surveillance under the Foreign Intelligence
Surveillance Act (FISA) violated their constitutional rights. They could not prove
that they were definitely under surveillance, but they had reason to fear they were

2* Daniel J. Solove, Privacy and Data Security Violations: What's the Harm, LinkedIn (June

25, 2014), https://Www.linkedin.com/today/post/article/ZO140625045136-2259773-privacy—and—
data-security-violations-what-s-the-harm.,
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e the
under surveillance because they represented or spoke to individuals whom

1d likely deem as suspicious. . -
govefrﬁzng?l‘;)x?;le C:)urtyheld that the plaintiffs could not establish standing. The

Court reasoned that “it is speculative whether the Gov_ern,r,nent v&;%ls ;mg;nirll(t)z
target communications to which respondents alrle par‘ue'sl.1 n"l;gethat e spondents
' direct—the surveilia A
orizes—but does not mandate or dir : : s
Cflét;fl respondents’ allegations are necessarily conjeclturaé. tilmgyegc)};(‘; rgsli\(l);cilggal
’ General and the Dir
only speculate as to how the Attprne.:y 1l : f Nationa/
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t.,’ . . k
tafg?rhe plaintiffs also contended that they were 11’1]111:;31(1 beca‘tgll:e %gzd};iczstglz?me
i i der surveillance. “Res n,
res to avoid the risk that they were un '
rfx(l):aisrlllstance that the threat of surveillance SOHT[:E]m?S compei's,ﬁg;errr;t;[l(;raacl);ﬁ
i i tions, to ‘ta in generali
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standing by incurring costs in anticipation of non-imminent arén. ¢ decision fo
After Clapper, many federal courts have used the Sluprf_rtgfe 1opm e o0
i laintiffs i h cases when plaintitis clai
standing to plaintiffs in data breac ( : ‘
girils};{ of futufe halsm or spending money on protective rrclle.:ats_ures' a}%aénsct‘ [S:,l;;e],[}a;?d
f courts that have distinguishe
here are, however, a number o e d
Eoncluded that plaintiffs have alleged a concrete injury. See the chapter on da

security for more about these cases.

SPOKEO, INC. V. ROBINS
136 S.Ct. 1540 (2016)

ALITO, J. This case presents the question whether respondent Robins has standing

. S b
to maintain an action in federal court against petitioner Spokeo under the Fa

i rting Act of 1970 (FCRA or Act). o N ‘
Credslt 51(?: oglegrates a “people search engine.” If an individual VlSltS.1 Spd(:ili:(s)ss
Web I;ite and inputs a person’s name, a p_hone npmber, or anfe;lmtalb aa;es ané
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o I fommation- i d some of the information it gathered and
search for information about Robins, and so _ mformation B acics. he
i inated was incorrect. When Robins learned o ina ‘

%11?:(11 ilscsoerlrlllplaint on his own behalf and on behalf of a class of similarly situated

tiiduals, | |
mdlYfll?: aDSistrict Court dismissed Robins’ complaint for lack of standing, but a

f the Ninth Circuit reversed. . . . . . _ '
pane’ll"}?e FCRA seeks to ensure “fair and accurate credl‘; re:portmg. To ;zliﬁz]iﬂll)l;
tion and the use of “consumer repo _
end, the Act regulates the crea _ ' e tred
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trca(:;actions ?nsurance, licensing, consumer-initiated busmeshs t;zg}s::t;g;iiezrio
’ dvent of the Internet, the '
mployment. Enacted long before 'the ad . ern A aj e
zorﬁp;ﬂes that regularly disseminate information bearing on an individu
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“credit worthiness, credit standing, credit capacity, character, general reputation,
personal characteristics, or mode of living.”

The Act. . . provides that “[a]ny person who willfully fails to comply with any
requirement [of the Act] with respect to any k[individualé] is liable to that
[individual]” for, among other things, either “actual damages” or statutory
damages of $100 to $1,000 per violation, costs of the action and attorney’s fees,
and possibly punitive damages. § 1681n(a).

Spokeo is alleged to qualify as a “consumer reporting agency” under the
FCRA. It operates a Web site that allows users to search for information about
other individuals by name, e-mail address, or phone number. In response to an
inquiry submitted online, Spokeo searches a wide spectrum of databases and
gathers and provides information such as the individual's address, phone number,
marital status, approximate age, occupation, hobbies, finances, shopping habits,
and musical preferences. According to Robins, Spokeo markets its services to a
variety of users, including not only “employers who want to evaluate prospective
employees,” but also “those who want to investigate prospective romantic partners
or seek other personal information.” Persons wishing to perform a Spokeo search
need not disclose their identities, and much information is available for free.

At some point in time, someone (Robins’ complaint does not specify who)
made a Spokeo search request for information about Robins, and Spokeo trawled
its sources and generated a profile. By some means not detailed in Robins’
complaint, he became aware of the contents of that profile and discovered that it
contained inaccurate information. His profile, he asserts, states that he is married,
has children, is in his 50°s, has a job, is relatively affluent, and holds a graduate
degree. According to Robins’ complaint, all of this information is incorrect.

Robins filed a class-action complaint in the United States District Court for the
Central District of California, claiming, among other things, that Spokeo willfully
failed to comply with the FCRA requirements enumerated above. . . .

Although the Constitution does not fully explain what is meant by “[t]he
Judicial Power of the United States,” it does specify that this power extends only
to “Cases” and “Controversies,” Art. III, § 2. . . .

Standing to sue is a doctrine rooted in the traditional understanding of a case
or controversy. The doctrine developed in our case law to ensure that federal courts
do not exceed their authority as it has been traditionally understood. The doctrine
limits the category of litigants empowered to maintain a lawsuit in federal court to
seek redress for a legal wrong.

Our cases have established that the “irreducible constitutional minimum” of
standing consists of three elements. [Lujan v. Defenders of Wildlife, 504 U.S. 555

(1992).] The plaintiff must have (1) suffered an injury in fact, (2) that is fairly
traceable to the challenged conduct of the defendant, and (3) that is likely to be
redressed by a favorable judicial decision. The plaintiff, as the party invoking
federal jurisdiction, bears the burden of establishing these elements. . . .

This case primarily concerns injury in fact, the “[f]irst and foremost” of
standing’s three elements. Injury in fact is a constitutional requirement, and “[i]t
is settled that Congress cannot erase Article III’s standing requirements by

statutorily granting the right to sue to a plaintiff who would not otherwise have
standing.”
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To establish injury in fact, a plaintiff must show that he or she suffered “an
invasion of a legally protected interest” that is “concrete and particularized” and
“actual or imminent, not conjectural or hypothetical.” Lujan, 504 U.S., at 560.

Particularization is necessary to establish injury in fact, but it is not sufficient.
An injury in fact must also be “concrete.” Under the Ninth Circuit's analysis,
however, that independent requirement was elided. As previously noted, the Ninth
Circuit concluded that Robins’ complaint alleges “concrete, de facto ” injuries for
essentially two reasons. First, the court noted that Robins “alleges that Spokeo
violated his statutory rights, not just the statutory rights of other people.” Second,
the court wrote that “Robins’s personal interests in the handling of his credit
information are individualized rather than collective.” Both of these observations
concern particularization, not concreteness. We have made it clear time and time
again that an injury in fact must be both concrete and particularized.

A “concrete” injury must be “de facto”; that is, it must actually exist. . . .

“Concrete” is not, however, necessarily synonymous with “tangible.”
Although tangible injuries are perhaps easier to recognize, we have confirmed in
many of our previous cases that intangible injuries can nevertheless be concrete.

In determining whether an intangible harm constitutes injury in fact, both
history and the judgment of Congress play important roles. Because the doctrine
of standing derives from the case-or-controversy requirement, and because that
requirement in turn is grounded in historical practice, it is instructive to consider
whether an alleged intangible harm has a close relationship to a harm that has
traditionally been regarded as providing a basis for a lawsuit in English or
American courts. In addition, because Congress is well positioned to identify
intangible harms that meet minimum Article III requirements, its judgment is also
instructive and important. Thus, we said in Lujan that Congress may “elevat[e] to
the status of legally cognizable injuries concrete, de facto injuries that were
previously inadequate in law.”

Congress’ role in identifying and elevating intangible harms does not mean
that a plaintiff automatically satisfies the injury-in-fact requirement whenever a
statute grants a person a statutory right and purports to authorize that person to sue
to vindicate that right. Article III standing requires a concrete injury even in the
context of a statutory violation. For that reason, Robins could not, for example,
allege a bare procedural violation, divorced from any concrete harm, and satisfy
the injury-in-fact requirement of Article III.

This does not mean, however, that the risk of real harm cannot satisfy the
requirement of concreteness. See, e.g., Clapper v. Amnesty Int'l USA, 133 S.Ct.
1138 (2013). For example, the law has long permitted recovery by certain tort
victims even if their harms may be difficult to prove or measure. Just as the
common law permitted suit in such instances, the violation of a procedural right
granted by statute can be sufficient in some circumstances to constitute injury in
fact. In other words, a plaintiff in such a case need not allege any additional harm
beyond the one Congress has identified.

In the context of this particular case, these general principles tell us two things:
On the one hand, Congress plainly sought to curb the dissemination of false
information by adopting procedures designed to decrease that risk. On the other
hand, Robins cannot satisfy the demands of Article III by alleging a bare
procedural violation. A violation of one of the FCRA’s procedural requirements

1nco}gr:§; zip ;:ﬁ)de, yvithout more, could work any concrete harm
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IN RE GOOGLE, INC. PRIVACY POLICY LITIGATION
2013 WL 6248499 (N.D. Cal. 2013)

GREWAL, MAGISTRATE J. . . . By now, most people know who Google; is :ﬁg
hat Google’ does. Google serves billions of online users in this gozlnzorymany
:;ound the world. What started as simply a search engine has expande

users may have one expectation of privacy,
to personalize Google search engine resul
shown while a user is surfing the internet, p
entirely different expectation of privacy.
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other products such as YouTube and Gmail. Google offers these products and most
others without charge. With little or no revenue from its users, Google still
manages to turn a healthy profit by selling advertisements within its products that
rely in substantial part on users’ personal identification information (“PIT). As
some before have observed, in this model, the users are the real product.

Before March 1, 2012, Google maintained separate privacy polici
of its products, each of which confirmed
that particular product. These policies also confirmed that Google would not use
the PII for any other purpose without the user’s explicit consent. As Google putit,
“[w]hen you sign up for a particular service that requires registration,
to provide personal information. If we use this information in a mann
than the purpose for which it was collected, th
to such use.” . . .

On March 1, 2012, Google announced a new
separate privacy policies were eliminate
policy that spells out that Google may co
products. Google explained the basis fo

es for each
that Google used a user’s PII to provide

we ask you
er different
en we will ask for your consent prior

policy. The majority of its
d in favor of a single, universal privacy
mbine a user’s PII across multiple Google
r the change in policy as follows:

Our new Privacy Policy makes clear that, if you’re signed in, we may combine
information that you’ve provided from one service with information from other

services. In short, we’ll treat you as a single user across all our products, which
will mean simpler, more intuitive Google experience.

In other words, through the new policy,
PII collected from a user’s Gmail or YouTube account, including the content of

that account, with PII collected from that user’s Google search queries, along with

the user’s activities on other Google products, such as Picasa, Maps, Docs, and
Reader. This PIT includes:

Google is explicit that it may combine

« first and last name;

* home or other physical address (including street name and city);
* current, physical location, a user’s email address, and other online

contact information (such as the identifier or screen name);
* IP address;

* telephone number (both home and mobile numbers);
* list of contacts;

* search history from Google’s search engine;

* web surfing history from cookies placed on the computer; and
* posts on Google+.

Plaintiffs contend that Google’s new policy violates its prior policies because
the new policy no longer allows users to keep information gathered from one
Google product separate from information gathered from other Google products.
Plaintiffs further contend that Google’s new policy violates users’ privacy rights
by allowing Google to take information from a user’s Gmail account, for which
for use in a different context, such as
ts, or to personalize advertisements
roducts for which a user may have an
In addition to commingling Plaintiffs’ PI
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across the various Google products, Plaintiff contend Google has shared Plaintiffs’
PII with third-party entities who have partnered with Google in order to develop
applications for the Google Play app store to help it place targeted advertisements.

To satisfy Article III, a plaintiff “must show that (1) it has suffered an ‘injury
in fact’ that is (a) concrete and particularized and (b) actual or imminent, not
conjectural or hypothetical; (2) the injury is fairly traceable to the challenged
action of the defendant; and (3) it is likely, as opposed to merely speculative, that
the injury will be redressed by a favorable decision.” A suit brought by a plaintiff
without Article III standing is not a “case or controversy,” and an Article III court
therefore lacks subject matter jurisdiction over the suit. In that event, the suit
should be dismissed under Fed. R. Civ. Pro. 12(b)(1). The injury required by
Article Il may exist by virtue of “statutes creating legal rights, the invasion of
which creates standing.” In such cases, the “standing question . . . is whether the
constitutional or standing provision on which the claim rests properly can be
understood as granting persons in the plaintiff’s position a right to judicial relief.”
At all times the threshold question of standing “is distinct from the merits of [a]
claim” and does not require “analysis of the merits.” The Supreme Court also has
instructed that the “standing inquiry requires careful judicial examination of a
complaint’s allegations to ascertain whether the particular plaintiff is entitled to an
adjudication of the particular claims asserted.”

A complaint must state a “short plain statement of the claim showing that the
pleader is entitled to relief.” While “detailed factual allegations” are not required,
a complaint must include more than an unadorned, the defendant-unlawfully-
harmed-me accusation.” In other words, a complaint must have sufficient factual
allegations to “state a claim to relief that is plausible on its face.” A claim is facially
plausible “when the pleaded factual content allows the court to draw the reasonable
inference that the defendant is liable for the misconduct alleged.” Accordingly,
under Fed. R. Civ. P. 12(b)(6), which tests the legal sufficiency of the claims
alleged in the complaint, “[d]ismissal can be based on the lack of cognizable legal
theory or the absence of sufficient facts alleged under a cognizable legal theory.”

When evaluating a Rule 12(b)(6) motion, the court must accept all material
allegations in the complaint as true and construe them in the light most favorable
to the non-moving party. . . .

“Dismissal with prejudice and without leave to amend is not appropriate unless
it is clear that the complaint could not be saved by amendment. A dismissal with
prejudice, except one for lack of jurisdiction, improper venue, or failure to join a
party operates as an adjudication on the merits. . ..

Before considering the standing question, however, the court cannot help but
make a few observations. First, despite generating little or no discussion in most
other cases, the issue of injury-in-fact has become standard fare in cases involving
data privacy. In fact, the court is hard-pressed to find even one recent data privacy

case, at least in this district, in which injury-in-fact has not been challenged.
Second, in this district’s recent case law on data privacy claims, injury-in-fact has
proven to be a significant barrier to entry. And so even though injury-in-fact may
not generally be Mount Everest, as then-Judge Alito observed, in data privacy
cases in the Northern District of California, the doctrine might still reasonably be
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as sufficient to lay the basis for standing.” Plaintiffs each allege that they were
injured when their Android devices sent their respective names, email addresses,
and locations to the developer of each app they purchased or downloaded because
they had to pay for the battery and bandwidth consumed by the unauthorized
transmissions. Mr. Nisenbaum, representing the Android Device Switch Subclass,
claims further injury in that he overpaid for his Android phone in 2010 because he
would not have bought the phone had Google disclosed its intention to use his
information as alleged in the complaint. Mr. Nisenbaum also claims that he
replaced his Android phone with an iPhone in 2012 as a result of Google’s policy
change, causing him further economic injury.

The Court will consider each of these direct economic injury theories in turn
to determine if they articulate “something more” than pure economic harm to
support subject-matter jurisdiction under Rule 12(b)(1).

With respect to Plaintiffs’ injury claims based on battery and bandwidth
consumption, courts have found that the unauthorized use of system resources can
suffice to establish a cognizable injury. For example, in Goodman [vs. HTC, No.
C11-1793MIJP, 2012 WL 2412070, at *5 (W.D. Wash. Jun. 26, 2012)], the court
found standing based upon battery discharge where the application at issue sent
fine location data every three hours or whenever the device’s screen was refreshed.
Similarly, in In re iPhone Application Litigation [844 F. Supp. 2d 1040, 1054-56
(N.D. Cal. 2012)], the court found standing where the device systematically
collected and transmitted location information. In In re Google Android User
Privacy Litigation [2013 WL 1283236, at *2, 4 (N.D. Cal. Mar. 26, 2013)], the
plaintiffs did not clearly allege how frequently Google collected geolocation data
from a phone, but did allege that collecting relocation data was particularly battery
intensive, that “their batteries discharged more quickly[,] and that their services
were interrupted.” This latter allegation was deemed sufficient to establish
standing. At the same time, in Hernandez v. Path, Inc. [2012 WL 5194120, at *8
(N.D. Cal. Oct. 19, 2012)], the court found that any harm from the use of phone
resources in an app’s uploading a user’s address book a single time upon first
running the app was de minimis and thus insufficient to establish injury.

Plaintiffs’ allegations here are closer to Goodman, iPhone I and Android than
Hernandez. Like Hernandez, Plaintiffs’ alleged unauthorized battery consumption
only happened infrequently, when a plaintiff first downloaded an app. But in
Hernandez the allegedly unauthorized upload only happened once, when a plaintiff
downloaded the Path app. Here, it happens each time a user downloads any app.
The plaintiff who downloaded the most apps, according to the amended complaint,
did so at least 27 times. In addition, like the plaintiffs in Goodman and Android,
Plaintiffs here specifically allege a greater discharge of battery power as a result
of unauthorized conduct and as in iPhone I the discharge is systemic rather than
episodic. This is sufficient to establish more than a de minimis injury.

With respect to Mr. Nisenbaum’s further allegations of injury, they, too,
support standing for purposes of Article ITL.

First, the allegation that Mr. Nisenbaum bought a new phone after the policy
change and that his motivation for choosing an iPhone over the Android device
was substantially for privacy reasons, establishes that he was injured by making

the purchase. To be sure, users frequently replace old phones for all kinds of
reasons beyond privacy. For example, from the complaint, it appears Mr.
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Nisenbaum had his Android device for approximately two years, the length of most
phone contracts that often include a discount for bundled phones, before
pur_chasmg a new phone. But Mr. Nisenbaum specifically alleges that bu,t for the
pthy §w1tgh he would not have otherwise have bought a new phone. The alleged
injury is fairly traceable to Google based on Mr. Nisenbaum’s allegation that he
;elgfd on Google’s previous policies in purchasing the Android phone in the first

e.

Second, Mr. Nisembaum’s allegations regarding overpayment ish inj
In Pil_fozzi v. Apple [913 F. Supp. 2d 840, §46—47g (N.I?. }(Ilal. 28?533?11:%11;?2%
explained that Article III standing under an overpayment theory may be’ supported
by.“allegatlons [by plaintiffs] that, when they purchased their [ ] devices, the
relied upon representations regarding privacy protection, which caused th;m t()),
pay more thz}n they would have for their devices.” Similarly, in Goodman, the court
found standing for overpayment of a smartphone where plaintiffs alléged they
would have “paid less for the phones had [d]efendant’s not misrepresented the
Eelc;v;mt feature;f.‘” ‘The court held that a “general averment of quality, alleged to

¢ talse, was sufficient to constitute an alleged injury i : ”

The allegations here are equally sufﬁcient.g injuryin the form of overpayment

Google highlights that Mr. Nisenbaum has not alleged that he i
from Googl'e or that Google manufactured the phone.g But the C(t))r(illﬁgitrﬁlisplcll(:g
that Mr. Nisenbaum’s phone ran on Android, Google’s open-source operating
system, and that in order to access the Google Play marketplace included in
Android, Mr. Nisenbaum had to create a Google account. Under such

circumstances, the alleged harm of overpayment to a third is fai
o Ganeanees rpay a third party is fairly traceable

NOTES & QUESTIONS

1. Postscript. The Google court went on to analyze the various claims, and it found
that none of the claims was viable, so the court granted Google”s motion to
dlSl’l’ll.SS. Note that in federal court, plaintiffs must establish sufficient injury for
standing, al}d then must still establish sufficient facts to justify a prima facie
case on various causes of action.

2. Financial Harm. Is the Google court looking for the appropriate type of harm?
'Re_:call that Warren and Brandeis defined privacy as primarily an emotionai
injury, not a financial one. Should courts be focusing on financial harm? Was
there non-financial harm when Google changed its privacy policies? Should
courts recognize such harm?

In In Re Google, Inc. Cookie Placement Consumer Priva itigati
988 F. Supp. 2d 434 (D. Del. 2013), plaintiffs alleged that Goocéield“l‘tirgii:lﬁgg’,
the;r Apple Safari and/or Internet Explorer browsers into accepting cookies
which then allowed defendants to display targeted advertising.” The court helci
that the plaintiffs couldn’t prove a harm because they couldn’t demonstrate that
Google interfered with their ability to “monetize” their personal data:

Examining the facts alleg;d jn the light most favorable to plaintiffs, the court
concludes_ that, Whlle plglntlffs have offered some evidence that the online
personal information at issue has some modicum of identifiable value to an
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individual plaintiff, plaintiffs have not sufficiently glleged that the; ability to
monetize their PII has been diminished or lost by virtue of Google’s previous
collection of it.

3. The EU Reaction. Google’s consolidation of its privacy policies also led to a

reaction in the European Union. On December 19, 2013, the Spatygh D?ta
Protection Authority fined it 900,000 Euro.s,‘ or approximately .$1 2 m111101n, ccl)r
violating Spanish data protection provisions. The .Aggncza Egpan% a thz
Proteccion de Datos (AEPD) found that the combination of e.lta yf o
different Google services widely exceeded the rgasonable exp@ctatlons of the
majority of users. It also noted that Google hlndere'd and_, in SOIEC Xe]i:s;;),
prevented rights of access, rectification, anq cancellation. Finally, the °
declared that Google did not obtain valid consent from the concerne
deIrY llgl;lalzillcs:é, the French Data Protection authority ﬁned Google 150,000 ]iuios,
or approximately $200,000, which was the maximum ﬁqe j[hat Frgnc [ ac}z
permitted to be placed on first time Vlolators_. The Commzsszonl_nitzona e e
’information et des libertés (CNIL) also required Google to pub 1s1 aucc:lc_)gy t
its order on its website in France. Th_e.CNI'L foupd thaﬁ Goog el dlt n;)
sufficiently inform its users of the cond1t10n§ ll’l”WhICh their pergoga ata ale
processed, nor of the purposes of this processing.” Google als.o faile : t((1) ctg)m{)hz
with its obligation to obtain user consent and to dsﬁne retention perio sb for "
data that it processes. As a final matter, Googlg permits 1tsel.f to com 1rie !
the data it collects about its users across all its services without any leg
< 9925
bas\lhsfhat lessons do you draw from the different reactions in the EU and United
his same action by Google? . .
R iﬁ:;bgz tl”uture Harm am}ll Mitigation Expensgs. In privacy cases, plalﬁltlffs
have alleged that defendants’ activities create rls.ks of possible fu‘a;re arm.
Courts have generally not been receptive to th1§ argument. In C agflertv.
Amnesty International, 133 S. Ct. 1138 (2013),'Wh10h.we excerpted in 1 apli:r
5, the U.S. Supreme Court held that plalnt}ffs failed to allege a fztgihy
cognizable injury when they challenged a provision of the lgw that permlhsth'e
government to engage in surveillance of their cqmmumcafuons. Altho.ugb.r tls
case does not involve consumer privacy issues, its reasoning has applicability
rivacy cases. o )
fOflfJ}?: iolﬁililreliiﬁfs clai};ned that there was an “objectively reasonable hkfihh?[ol(ie
that their communications would be monitored, and as a result, tl}ey ha I‘ot 1211 c
“costly and burdensome measures to protect the confidentiality (1)1 telzll
international communications.” The Supr@me Court .concluded. that the
plaintiffs were speculating and that “allegatlons'of possible future 1‘1‘1%ury aret‘L
not sufficient” to establish an injury. According to the Court, fea}rst.f(t)‘s
hypothetical future harm” cannot justify the countermeasures the plainti

financial penalty against Google Inc. (Jan. 3, 2014).

25 CNIL, Deliberation No. 2013-420 of the Sanctions Committee of CNIL imposing a
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took. “Enterprising” litigants could establish an injury “simply by making an
expenditure based on a nonparanoid fear.”

In data breach cases, most courts have rejected claims that the breach
increased the risk of future identity theft. See, e.g., Amburgy v. Express Scripts,
Inc., 671 F. Supp.2d 1046 (E.D. Mo. 2009); Key v. DSW, Inc., 454 F. Supp. 2d
684 (S.D. Ohio 2006). Likewise, courts reject cases when plaintiffs spend
money for mitigation expenses — measures to protect themselves against
future harm. One case, however, accepted this theory. In Anderson v.
Hannaford Bros. Co., 659 F.3d 151 (Ist Cir. 2011), the court held:

Under Maine negligence law, damages must be both reasonably foreseeable,
and, even if reasonably foreseeable, of the type which Maine has not barred for
policy reasons. Generally, under Maine law, “the fundamental test [for both tort
and contract recovery] is one of reasonable foreseeability: if the loss or injury
for which damages are claimed was not reasonably foreseeable under the
circumstances, there is no liability.” But liability in negligence also “ordinarily
requires proof of personal injury or property damage.” . . . In cases of
nonphysical harm, Maine courts limit recovery by considering not only
reasonable foreseeability, but also relevant policy considerations such as
“societal expectations regarding behavior and individual responsibility in
allocating risks and costs.” . . .

It is clear that, as a matter of policy, Maine law “encourages plaintiffs to take
reasonable steps to minimize losses caused by a defendant’s negligence.” To
recover mitigation damages, plaintiffs need only show that the efforts to
mitigate were reasonable, and that those efforts constitute a legal injury, such
as actual money lost, rather than time or effort expended.

Maine has interpreted this “reasonableness” requirement for mitigation,
Jjudging whether the decision to mitigate was reasonable “at the time it was
made.” . ..

The Seventh Circuit, for example, has held that under Restatement § 919
incidental costs expended in good faith to mitigate harm are recoverable—even
if the costs turn out to exceed the savings. . . .

The Fourth Circuit has noted, applying Restatement § 919, that plaintiffs
should not face “a Hobson’s choice” between allowing further damage to occur
or mitigating the damage at their own expense. Toll Bros., Inc. v. Dryvit Sys.,
Inc., 432 F.3d 564, 570 (4th Cir.2005) (applying Connecticut law). In Toll, a

real estate developer removed and replaced defective stucco from homes that it
built, and sued the stucco manufacturer in negligence to recover its costs. The
court concluded that, as a matter of policy, a plaintiff may recover the cost of

its reasonable attempts to mitigate, even if the injury is “wholly financial” in
nature,

However, in the Hannaford Brothers case the information was obtained by

a ring of identity thieves and some people were already victimized. The court
noted that the plaintiffs “were not merely exposed to a hypothetical risk, but to
areal risk of misuse.” Another case that found standing in a data breach case is
Resnick v. AvMed Inc. (11th Cir. 2012), which is excerpted in Chapter 10.
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B. TORT LAW

DWYER V. AMERICAN EXPRESS CO.
652 N.E.2d 1351 (Ill. App. 1995)

BUCKLEY, J. Plaintiffs, American Express cardholders, appeal the circuit cou_rt’s
dismissal of their claims for invasion of priva}cy and consumer fraud against
defendants, American Express Company, Arperlcan Express Credlt‘Corpor.atlon%
and American Express Travel Related Servuile's C}?rggtany, for their practice o

ing i ation regarding cardholder spending habits.
rentlgrgl 13[1;);?3, 1992,gthe Ngw York Attorney‘General released a press sgaterr(;ent
describing an agreement it had entereq into w1jch defendar}ts. The fpllowmg a};,
newspapers reported defendants’ actions which gave Tise to ’[hl'S aggﬁfﬁfgn ;
According to the news articles, defendants categorize and rank‘ th.elr cardholders
into six tiers based on spending habits apq then rent this information to
participating merchants as part of a targetefl ]omt-‘I‘narketlng _and sa_le”s prg\gfralm.
For example, a cardholder may be characterized as “Rodeo Drive Chic” or ail ue
Oriented.” In order to characterize its cardholders, defendgnts analyze w.he.re t ez
shop and how much they spend, and also consider bf:hav10ral characteristics alid
spending histories. Defendants then offer to create a list of cardholders who wou
most likely shop in a particular store and rent that list to the merchant.

Defendants also offer to create lists which target cardholfiers who purchas?
specific types of items, such as fine jewehy. The merchan“cs using the defendants
service can also target shoppers in categories such as mail-order apparel bu;;)ers,
home-improvement shoppers, electronics shoppers, luxury lodgers, qard members
with children, skiers, frequent business travelers, resort users, As1an/Europefan
travelers, luxury European car owners, or recent movers. Fma}ly, defendants 1cl)f }el:r
joint-marketing ventures to merchants wh(? generate substan_tlal sales_throug the
American Express card. Defendants mail special promotions devised by the
merchants to its cardholders and share the profits generated by these

isements. . .. . ' .
advi’r&siirt?ffs have alleged that defendants’ practices copstitutg an invasion of their
privacy [in particular, a violation of the _intrus'ion upon seclus19n tort]._ . h o

. . . [There are] four elements [to intrusion upon seqluspn] wl'nc must be
alleged in order to state a cause of action: .(1) an pnal}thorlzed_ intrusion or pry1bnlg
into the plaintiff’s seclusion; (2) an intrusion whlch is offen51ve OI"Ob_]e'CtIOI.la g
to a reasonable man; (3) the matter upon which the intrusion occurs 1s private; an

intrusion causes anguish and suffering. . . . o ‘
@ tlngalirritiffs’ allegations t%iil to satisfy the first element, an unauth_onzgd 1n’{rusu})ln
or prying into the plaintiffs’ seclusion. The alleged Wrongful actions ‘1ntyo ve the
defendants’ practice of renting lists that they haye compiled from information
contained in their own records. By using the Arperlcan Express card, a cardholdzr
is voluntarily, and necessarily, giving information to defendants that, if analyzed,
will reveal a cardholder’s spending habits and shopping preferences. . . . .

Plaintiffs claim that because defendants rented lists baseq on this cqmplled

information, this case involves the disclosure of private financial information and
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most closely resembles cases involving intrusion into private financial dealings,
such as bank account transactions. Plaintiffs cite several cases in which courts have
recognized the right to privacy surrounding financial transactions.

However, we find that this case more closely resembles the sale of magazine
subscription lists, which was at issue in Shibley v. Time, Inc. In Shibley, the
plaintiffs claimed that the defendant’s practice of selling and renting magazine
subscription lists without the subscribers’ prior consent “constitut[ed] an invasion
of privacy because it amount[ed] to a sale of individual ‘personality profiles,’
which subjects the subscribers to solicitations from direct mail advertisers.” The
plaintiffs also claimed that the lists amounted to a tortious appropriation of their
names and “personality profiles.” . . .

The Shibley court found that an Ohio statute, which permitted the sale of names
and addresses of registrants of motor vehicles, indicated that the defendant’s
activity was not an invasion of privacy. . . .

Defendants rent names and addresses after they create a list of cardholders who
have certain shopping tendencies; they are not disclosing financial information
about particular cardholders. These lists are being used solely for the purpose of
determining what type of advertising should be sent to whom. We also note that
the Illinois Vehicle Code authorizes the Secretary of State to sell lists of names
and addresses of licensed drivers and registered motor-vehicle owners. Thus, we
hold that the alleged actions here do not constitute an unreasonable intrusion into
the seclusion of another. We so hold without expressing a view as to the appellate
court conflict regarding the recognition of this cause of action.

Considering plaintiffs’ appropriation claim, the elements of the tort are: an
appropriation, without consent, of one’s name or likeness for another’s use or
benefit. This branch of the privacy doctrine is designed to protect a person from
having his name or image used for commercial purposes without consent.
According to the Restatement, the purpose of this tort is to protect the “interest of
the individual in the exclusive use of his own identity, in so far as it is represented
by his name or likeness.” Illustrations of this tort provided by the Restatement
include the publication of a person’s photograph without consent in an
advertisement; operating a corporation named after a prominent public figure
without the person’s consent; impersonating a man to obtain information regarding
the affairs of the man’s wife; and filing a lawsuit in the name of another without
the other’s consent.

Plaintiffs claim that defendants appropriate information about cardholders’
personalities, including their names and perceived lifestyles, without their consent.
Defendants argue that their practice does not adversely affect the interest of a
cardholder in the “exclusive use of his own identity,” using the language of the
Restatement. Defendants also argue that the cardholders’ names lack value and
that the lists that defendants create are valuable because “they identify a useful
aggregate of potential customers to whom offers may be sent.”. . .

To counter defendants’ argument, plaintiffs point out that the tort of
appropriation is not limited to strictly commercial situations.

Nonetheless, we again follow the reasoning in Shibley and find that plaintiffs
have not stated a claim for tortious appropriation because they have failed to allege
the first element. Undeniably, each cardholder’s name is valuable to defendants.
The more names included on a list, the more that list will be worth. However, a




822 | CHAPTER 9. CONSUMER DATA

single, random cardholder’s name has little or no intrinsic Vah.le'to defepdants (or
a merchant). Rather, an individual name has value only Whep itis associated w_lth
one of defendants’ lists. Defendants create value by categorizing gnd aggregating
these names. Furthermore, defendants’ practices do not deprive any of the
cardholders of any value their individual names may possess. . . .

NOTES & QUESTIONS

1. Shibley v. Time. In Shibley v. Time, Inc., 341 N.E.2d 337 (Ohig Ct. App. 1975),
the plaintiff sued the publishers of a number of magazines for selling
subscription lists to direct mail advertising businesses. The plamtlff sued under
the public disclosure tort and the appropriation tort. Despite the fact that the
purchasers of the lists can learn about the plaintiff’s lifestyle from the data, the
court dismissed the plaintiff’s public disclosure action. The court fo‘u‘nd. that the
sale of the lists did not “cause mental suffering, shame or humlllathn Fo a
person of ordinary sensibilities.” The court also rejected 'th‘e pl'funtlff’ ]
argument that by selling the lists, the defendants were approprlatmg hls name
and likeness because the tort of appropriation is available only in those
“situations where the plaintiff’s name or likeness is displayed tq the public to
indicate that the plaintiff indorses the defendant’s prodqct or business.” .

According to Shibley and Dwyer, why does the pubhg dlsc1051_1re tort fail to
provide a remedy for the disclosure of personal _1nf0rrpat10n to other
companies? Why does the tort of intrusion upon seclusion fail? Why does the
tort of appropriation fail? More generally, can tort 133\61 adequately remedy the
privacy problems created by profiling and datab.ases?

2. A Fair Information Practices Tort? Sarah Ludington recomme?nds that a new
tort should be developed in the common law, one that “would impose on data
traders a duty to use Fair Information Practices (based on the principles of
notice, choice, access, and security).” Why the common law rather than
legislation? Ludington argues:

[Blecause it is now clear that industry lobbying has succeeded wl}ile self—rggulation
has failed, and that legislatures have either failed to act or provided solutions that
inadequately address the injuries, individuals must — in.dee(zi% should — look to the
judiciary to help resolve the misuse of personal information.

Would the use of the common law to regulate the collection and use of
personal data be effective or appropriate? What would be the strengths and
weaknesses of such a regulatory approach?

26 i i : h of confidentiality might provide a
For an interesting argument about how the tort of breac 2 y ¢
weak but potential solu%iongto the problem, see Jessica Litman, Information Privacy/Information
Property, 52 Stan. L. Rev. 1283 (2000). For a discussion of the use of the tort of appropriation, see
Andrew J. McClurg, 4 Thousand Words Are Worth a Picture: A Privacy Tort Response to Consumer
Data Profiling, 98 Nw. U. L. Rev. 63 (2003). .
" Sarah Ludington, Reining in the Data Traders: A Tort for the Misuse of Personal Information,
66 Md. L. Rev. 140, 172-73 (2007).
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3. Defining the Harm. What is the harm of commercial entities collecting and

using personal information? One might contend that the kind of information
that companies collect about individuals is not very sensitive or intimate. How
much is a person harmed by sharing data that she prefers Coke to Pepsi or Puffs
to Kleenex? Is there a significant privacy problem in revealing that a person has
purchased tennis products, designer sunglasses, orange juice, or other things?
One might view the harm as so minimal as to be trivial.

Does information about a person’s consumption patterns reveal something
about that person’s identity? Stan Karas argues that “consumption patterns may
identify one as a liberal, moderate Republican, radical feminist or born-again
Christian. . . . For some individuals, consumption is no longer a way of
expressing identity but is synonymous with identity. . . . [TThe identity of many
subcultures is directly related to distinctive patterns of consumption. One need
only think of the Personal styles of punk rockers, hip-hoppers, or Harley-
fetishizing bikers.”**

According to Jerry Kang, data collection and compiling is a form of sur-
veillance that inhibits individual freedom and choice: “[IJinformation collec-
tion in cyberspace is more like surveillance than like casual observation.” He
notes that “surveillance leads to self-censorship. This is true even when the
observable information would not be otherwise misused or disclosed.””

Daniel Solove contends that the problem of computer databases does not
stem from surveillance. He argues that numerous theorists describe the problem
in terms of the metaphor of Big Brother, the ruthless totalitarian government in
George Orwell’s 1984, which constantly monitors its citizens. Solove contends
that the Big Brother metaphor fails to adequately conceptualize the problem:

A large portion of our personal information involves facts that we are not
embarrassed about: our financial information, race, marital status, hobbies,
occupation, and the like. Most people surf the web without wandering into its
dark corners. The vast majority of the information collected about us concerns
relatively innocuous details. The surveillance model does not explain why the
recording of this non-taboo information poses a problem.*°

In contrast, Solove proposes that data collection and processing is most aptly
captured by Franz Kafka’s The Trial, where the protagonist (Joseph K.) is
arrested by officials from a clandestine court system but is not informed of the
reason for his arrest. From what little he manages to learn about the court
system, which operates largely in secret, Joseph K. discovers that a vast
bureaucratic court has examined his life and assembled a dossier on him. His
records, however, are “inaccessible,” and K.’s life gradually becomes taken
over by his frustrating quest for answers:

The Trial captures the sense of helplessness, frustration, and vulnerability one
experiences when a large bureaucratic organization has control over a vast
dossier of details about one’s life. At any time, something could happen to

2 Stan Karas, Privacy, Identity, Databases, 52 Am. U. L. Rev. 393, 438-39 (2002).
2 Jerry Kang, Information Privacy in Cyberspace Transactions, 50 Stan. L. Rev. 1193 (1998).
3® Daniel J. Solove, Privacy and Power: Computer Databases and Metaphors for Information

Privacy, 53 Stan. L. Rev. 1393 (2001).
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Joseph K.; decisions are made based on his data, and Joseph K. has no say, no
knowledge, and no ability to fight back. He is completely at the mercy of the
bureaucratic process. . . . o . ‘

The problem with databases emerges from subjecting pqrsqna! 1nformat%on
to the bureaucratic process with little intelligent control or 1.1m1tat10n., resulting
in a lack of meaningful participation in decisions about our 1nfor1pat10n. .

Under this view, the problem with databases and the practices currently
associated with them is that they disempower people. They make people
vulnerable by stripping them of control over their personal 1nforma.t10n. There
is no diabolical motive or secret plan for domination; rather, ther_e isa w§b of
thoughtless decisions made by low-level bu.reaucrats, stangrdlzed pohcles,
rigid routines, and a way of relating to ins(lliv1duals and their information that
often becomes indifferent to their welfare.

Joel Reidenberg points out that the lack of protection of information privacy
will “destroy anonymity” and take away peopl‘e’s “freedom to choose the terms
of personal information disclosure.””” According to Pqul Schwgrtz, the lack of
privacy protection can threaten to expose not just 1_nformat10n 'abo‘ut what
people purchase, but also information about their communication and
consumption of ideas:

In the absence of strong rules for information privacy, Americans will .hesuate
to engage in cyberspace activities—including those that'are most llkgly to
promote democratic self-rule. . . . Current polls already 1nd1'cate an aversion on
the part of some people to engage even in basic commercial activities on the
Internet. Yet, deliberative democracy requires more than shoppers; it demands
speakers and listeners. But who will speak or ligten When this behavior leaves
finely-grained data trails in a fashion that is difficult to understand or
anticipate?*®

4. Using Consumers in Ads: Facebook’s Sponsored Stories. In Fraley v.
Facebook, 830 F. Supp. 2d 785 (N.D. Cal. 2011), plaintiffs sued F.aceboo'k for
its “Sponsored Stories” advertising program. A Sponsored Story is a paid ad
appearing on a person’s Facebook page. It uses the name and photo of a
person’s friend who “likes” the advertiser:

For example, Plaintiff Angel Fraley, who registered as a member with the name
Angel Frolicker, alleges that she visited Rosetta Stone’s Facebook profile page
and clicked the “Like” button in order to access a free software d§monstrat10n.
Subsequently, her Facebook user name and profile picture, which bears he’r’
likeness, appeared on her Friends’ Facebook pages in a “Sponsored “Story
advertisement consisting of the Rosetta Stone logo and the sentence, “Angel
Frolicker likes Rosetta Stone.”

Among the causes of action plaintiffs brought was approp_riati.on of name or
likeness under Cal. Civ. Code § 3344. Facebook moved to dismiss. Facebook

31
Id. .
%2 Joel R. Reidenberg, Setting Standards Jor Fair Information Practice in the U.S. Private
Sector, 80 lowa L. Rev. 497 (1995).

33 Paul M. Schwartz, Privacy and Democracy in- Cyberspace, 52 Vand. L. Rev. 1609, 1651
(1999).
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argued that the plaintiffs consented to being used in the ads because it had stated

in its Terms of Use:

You can use your privacy settings to limit how your name and profile picture
may be associated with commercial, sponsored, or related content (such as a
brand you like) served or enhanced by us. You give us permission to use your

name and [Facebook] profile picture in connection with that content, subject to
the limits you place. ’

The plaintiffs argued that Sponsored Stories did not exist when they signed
up with Facebook and were never informed before they were suddenly used in
the ads. The court held that there were factual issues in dispute on the consent

issue that prevented dismissal.

Facebook also argued that there was no injury. The court however,
concluded that plaintiffs had alleged sufficient facts to establish injury to

withstand a motion to dismiss:

Here, Plaintiffs allege not that they suffered mental anguish as a result of
Defendant’s actions, but rather that they suffered economic injury because they
were not compensated for Facebook’s commercial use of their names and
likenesses in targeted advertisements to their F acebook Friends. Defendant does
not deny that Plaintiffs may assert economic injury, but insists that, because
they are not celebrities, they must demonstrate some preexisting commercial
value to their names and likenesses, such as allegations that they “previously
received remuneration for the use of their name or likeness, or that they have
ever sought to obtain such remuneration.”

First, the Court finds nothing in the text of the statute or in case law that
supports Defendant’s interpretation of § 3344 as requiring a plaintiff pleading
economic injury to provide proof of preexisting commercial value and efforts
to capitalize on such value in order to survive a motion to dismiss. The plain
text of § 3344 provides simply that “[a]ny person who knowingly uses another’s
name, voice, signature, photograph, or likeness, in any manner . . . for purposes
of advertising or selling . . . without such person’s consent . . . shall be liable
for any damages sustained by the person or persons injured as a result thereof.”
The statutory text makes no mention of preexisting value, and in fact can be
read to presume that a person whose name, photograph, or likeness is used by
another for commercial purposes without their consent is “injured as a result
thereof.”

Nor does the Court find any reason to impose a higher pleading standard on
non-celebrities than on celebrities. California courts have clearly held that “the
statutory right of publicity exists for celebrity and non-celebrity plaintiffs
alike.”

Moreover, . . . the Court finds that Plaintiffs’ allegations satisfy the
requirements for pleading a claim of economic injury under § 3344. Plaintiffs
quote Facebook CEO Mark Zuckerberg stating that “[n]othing influences
people more than a recommendation from a trusted friend. A trusted referral

influences people more than the best broadcast message. A trusted referral is
the Holy Grail of advertising.” . . .

In August 2013, the court in this case approved a $20 million settlement with
Facebook. As this casebook goes to press, there is an appeal to the settlement
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that argues that it violates state 31aw in allowing Facebook to use images of
minors without parental consent.

REMSBURG V. DOCUSEARCH, INC.
816 A.2d 1001 (N.H. 2003)

DALIANTS, J. . .. [Liam Youens contacted Docusearch and purchased the birth d(ailte
of Amy Lynn Boyer for a fee. He again contacted Docusearch and plac_ed an (ﬁ‘ er
for Boyer’s SSN. Docusearch obtained Boyer’s SSN from a c,redlt erO 1n,%
agency and provided it to Youens. Youens then asked fo'r Boyer’s emp ogr_r‘:egl
address. Docusearch hired a subcontractor, Mlchele ‘Gamblno, whp obt;une é thy
making a “pretext” phone call to Boyer. Gambino lied about her identity an ! e
purpose of the call, and she obtained the address from Boyer.’ The address wag heri
given to Youens. Shortly thereafter, Youens went to Boyer’s workplace and sho
i nd then killed himself.] '
and fﬁfi)(iegfnz have a duty to exercise reasonable care not to subject gthers ;10 an
unreasonable risk of harm. Whether a defendant’s conduct. creates a risk o_t(”j armh
to others sufficiently foreseeable to charge th'e defendant with a duty to avoi Sﬁ
conduct is a question of law, because “the existence of a duty does not arise so ely
from the relationship between the parties, bgt also from the need ’for p.rotectl‘on
against reasonably foreseeable harm.” Thus,. in some cases, a party’s actions §1§e
rise to a duty. Parties owe a duty to those third parties foreseeably §ndanger1§: hy
their conduct with respect to those risks whose likelihood and magnitude make the
sonably dangerous. ‘
comilrllczi%l;‘?i?)ns in v}slzhichgthe harm is caused by criminal mlscoqduct, ho‘\yﬁver,
determining whether a duty exists is complicated by the competing rule tkat z;
private citizen has no general duty to protect others from the cpmmal att][zlic1 ds 0
third parties.” This rule is grounded in t_hej fundam_en‘.cal unfairness _of olding
private citizens responsible for the unantlclpated cr1m1nal_ acts of third pa%’tles,
because “[u]nder all ordinary and normal circumstances, in the absence o iﬁy
reason to expect the contrary, }’l;hel actor may reasonably proceed upon the
ion that others will obey the law.” '
assuImnpc;[eI:(r)tI;itn limited circumstgnces, however, we have recognized that there are
exceptions to the general rule where a duty to exercise reasc_)nable care Wlll ar‘lse:
We have held that such a duty may arise because: (1) a special re_latlonshlp 3}(1;‘;15,
(2) special circumstances exist; or (3) the dqty hz}s been Voluntarlly aisume . i;
special circumstances exception includgs situations where there is “an ets)pe(ih
temptation and opportunity for criminal misconduct brought about by the
defendant.” This exception follows from the rule that_ a party 'who_ realizes or
should realize that his conduct has created a cond1t101_1 which involves an
unreasonable risk of harm to another has a duty to exercise regspnglble care to
prevént the risk from occurring. The exact occurrence or precise injuries need not
have been foreseeable. Rather, where the defendant’s conduct has created an

“holisti i - i ch to the

34 e on the case and a proposed “holistic economic and non-economic approa '
right onglibrﬁ(c)gty” in online social networks, see Jesse Koehler, Fraley v. Facebook: The Right of
Publicity in Online Social Networks, 28 Berkeley Tech. L.J. 963 (2013).
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unreasonable risk of criminal misconduct, a duty is owed to those foreseeably
endangered.

Thus, if a private investigator or information broker’s (hereinafter “investi-
gator” collectively) disclosure of information to a client creates a foreseeable risk
of criminal misconduct against the third person whose information was disclosed,
the investigator owes a duty to exercise reasonable care not to subject the third
person to an unreasonable risk of harm. In determining whether the risk of criminal
misconduct is foreseeable to an investigator, we examine two risks of information
disclosure implicated by this case: stalking and identity theft.

It is undisputed that stalkers, in seeking to locate and track a victim, sometimes
use an investigator to obtain personal information about the victims.

Public concern about stalking has compelled all fifty States to pass some form
of legislation criminalizing stalking. Approximately one million women and
371,000 men are stalked annually in the United States. Stalking is a crime that
causes serious psychological harm to the victims, and often results in the victim
experiencing post-traumatic stress disorder, anxiety, sleeplessness, and sometimes,
suicidal ideations.

Identity theft, i.e., the use of one person’s identity by another, is an
increasingly common risk associated with the disclosure of personal information,
such as a SSN. A person’s SSN has attained the status of a quasi-universal personal
identification number. At the same time, however, a person’s privacy interest in
his or her SSN is recognized by state and federal statutes. . . .

Like the consequences of stalking, the consequences of identity theft can be
severe. . . . Victims of identity theft risk the destruction of their good credit
histories. This often destroys a victim’s ability to obtain credit from any source
and may, in some cases, render the victim unemployable or even cause the victim
to be incarcerated.

The threats posed by stalking and identity theft lead us to conclude that the
risk of criminal misconduct is sufficiently foreseeable so that an investigator has a
duty to exercise reasonable care in disclosing a third person’s personal information
to a client. And we so hold. This is especially true when, as in this case, the
investigator does not know the client or the client’s purpose in seeking the
information. . . .

[The plaintiff also brought an action for intrusion upon seclusion.] A tort action
based upon an intrusion upon seclusion must relate to something secret, secluded
or private pertaining to the plaintiff. Moreover, liability exists only if the
defendant’s conduct was such that the defendant should have realized that it would
be offensive to persons of ordinary sensibilities.

In addressing whether a person’s SSN is something secret, secluded or private,
we must determine whether a person has a reasonable expectation of privacy in the
number. . . . As noted above, a person’s interest in maintaining the privacy of his
or her SSN has been recognized by numerous federal and state statutes. As a result,
the entities to which this information is disclosed and their employees are bound
by legal, and, perhaps, contractual constraints to hold SSN's in confidence to ensure
that they remain private. Thus, while a SSN must be disclosed in certain

circumstances, a person may reasonably expect that the number will remain
private.
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Whether the intrusion would be offensive to persons of ordinary sensibilities
is ordinarily a question for the fact-finder and only becomes a question of law if
reasonable persons can draw only one conclusion from the evidence. The evidence
underlying the certified question is insufficient to draw any such conclusion here,
and we therefore must leave this question to the fact-finder. In making this
determination, the fact-finder should consider “the degree of intrusion, the context,
conduct and circumstances surrounding the intrusion as well as the intruder’s
motives and objectives, the setting into which he intrudes, and the expectations of
those whose privacy is invaded.” Accordingly, a person whose SSN is obtained by
an investigator from a credit reporting agency without the person’s knowledge or
permission may have a cause of action for intrusion upon seclusion for damages
caused by the sale of the SSN, but must prove that the intrusion was such that it
would have been offensive to a person of ordinary sensibilities.

We next address whether a person has a cause of action for intrusion upon
seclusion where an investigator obtains the person’s work address by using a
pretextual phone call. We must first establish whether a work address is something
secret, secluded or private about the plaintiff.

In most cases, a person works in a public place. “On the public street, or in any
other public place, [a person] has no legal right to be alone.” . . . Thus, where a
person’s work address is readily observable by members of the public, the address
cannot be private and no intrusion upon seclusion action can be maintained.

[Additionally, the plaintiff brought a cause of action for appropriation.] “One
who appropriates to his own use or benefit the name or likeness of another is
subject to liability to the other for invasion of his privacy.” Restatement (Second)
of Torts § 652E.

... Appropriation is not actionable if the person’s name or likeness is published
for “purposes other than taking advantage of [the person’s] reputation, prestige or
other value” associated with the person. Thus, appropriation occurs most often
when the person’s name or likeness is used to advertise the defendant’s product or
when the defendant impersonates the person for gain.

An investigator who sells personal information sells the information for the
value of the information itself, not to take advantage of the person’s reputation or
prestige. The investigator does not capitalize upon the goodwill value associated
with the information but rather upon the client’s willingness to pay for the
information. In other words, the benefit derived from the sale in no way relates to
the social or commercial standing of the person whose information is sold. Thus,
a person whose personal information is sold does not have a cause of action for
appropriation against the investigator who sold the information. . . .

NOTES & QUESTIONS

1. The Scope of the Duty. The court concludes that Docusearch has a duty to
people “foreseeably endangered” by its disclosure of personal information. Is
this too broad a duty to impose on those who collect and disseminate personal
data? What could Docusearch have done to avoid being negligent in this case?
Suppose Jill tells Jack the address of Roe. Jack goes to Roe’s house and kills
her. Based on Remsburg, can Jill be liable?
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2. .Tort' Liability and the First Amendment. Does liability for Docusearch
implicate the First Amendment? '

C. CONTRACT LAW

1. PRIVACY POLICIES

Pr%vacy policies are statements made by companies about their practices
reggrdmg personal information. Privacy policies are also referred to as “privacy
notices.” Increasingly, companies on the Internet are posting privacy policies, and
statutes suph as the Gramm-Leach-Bliley Act require certain types of compa’mies
(ﬁpanmal institutions, insurance companies, and brokerage companies) to maintain
privacy policies.

Qr}e of the common provisions of many privacy policies is an “opt-out”
provision. An opt-out provision establishes a default rule that the company can use
or dlscloge personal information in the ways it desires so long as the consumer
does not indicate otherwise. The consumer must take affirmative steps, such as
checking a box, calling the company, or writing a letter, to express her ’desire to
opt out of a particular information use or disclosure. In contrast. an “opt-in”
provision establishes a default rule that the company cannot usé or disclose
personal information without first obtaining the express consent of the individual.

JEFF SOVERN, OPTING IN, OPTING QOUT, OR NO OPTIONS AT ALL: THE FIGHT
FOR CONTROL OF PERSONAL INFORMATION

74 Wash. L. Rev. 1033 (1999)

.. . [Flew consumers understand how much of their personal information is for
sale, although they may have a general idea that there is a trade in personal data
and that the specifics about that trade are kept from them. . . .

. - . [Clonsumers cannot protect their personal information when they are
unaware of how it is being used by others. . . .

The secgnd reason consumers have not acted to protect their privacy
notwithstanding surveys that suggest considerable consumer concern witﬁ
confidentiality, has to do with how difficult it is to optout. . ..

R Even if consumers can obtain the information needed to opt out, the cost
in time _and money of communicating and negotiating with all the’relevant
information gatherers may be substantial. . . .

Companies may not be eager to offer opt-outs because they may rationally
conclude that they will incur costs when consumers opt out, while receiving few
offsetting benefits. When consumers exercise the option of having their names
deleted, mailing lists shrink and presumably become less valuable. . . .

Because of these added costs, companies might decide that while they must
offer an opt-out plan, they do not want consumers to take advantage of it
[C]ompanles that offer opt-outs have an incentive to increase the transaction costs
incurred by consumers who opt out. . . .
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Companies can increase consumers’ transactiqn <’:,osts .in opting out in a
number of ways. A brochure titled “Privacy Notice, whlqh my local ca‘ple
company included with its bill, provides an .example. Th1's Privacy Notice
discussed, among other things, how cable subscribers f:ould write to th(? company
to ask that the company not sell their names and other 1'nformat1on to third parties.
There are at least four reasons why this particular notice may not be effective in
eliciting a response from consumers troubled by the sal‘e of thelr names to others.

First, the Privacy Notice may be obscured by other information included in the
maﬂ"ﬁge' éécond reason why consumers may not respond to the Privacy Notice is
its length. The brochure is four pages long and contains 17 paragraphs, 36

1062 words. . . . _
Sentgrcl)ﬁz’ a(:I:)(inpanies have gone in the other direction, proyiding so little
information in such vague terms that consumers are unable to discern what they
i Id. ... .

e lj:l?hgirtc(i) reason why the Privacy Notice may not be effective stems from its
prose. Notwithstanding the Plain Langque Law in my home state, computer
analysis of the text found it extremely difficult, requiring more than a coll;ge
education for comprehension. By comparison, a similar anqus1s of thls Article
found that it required a lower reading level than that of the Privacy Notice.

[Sovern suggests that an opt-in system would be more preferable than an opt-
o SOyrSlteerl:I)lc;gleﬁt of an opt-in system is that it minimi.zes trgnsaction costs. While
some transaction costs are inevitable in any system in which consumers can opt
out or opt in, strategic-behavior transaction costs, at least, can be avoided by using
a system which discourages parties from generating such costs. The current system
encourages businesses to inflate strategic-behavior costs to increase their own
gains, albeit at the expense of consumers and the total surplus frpm exchjcmge. An
opt-in system would encourage businesges to reduce strategic-behavior costs
without giving consumers an incentive to increase thes.e costs. Instead of an opt-
out situation in which merchants are obligated to provide a message t%ley do not
wish consumers to receive, an opt-in regime would harness merchants’ efforts in

idi essage they want the consumer to receive. . . . .
PI’OVXﬂnfpifil; sys%em tﬁ,us increases the likelihood that consumers will choose
according to their preferences rather than choosing according to the default. . . .

MICHAEL E. STATEN & FRED H. CATE, THE IMPACT OF OPT-IN PRIVACY
RULES ON RETAIL MARKETS: A CASE STUDY OF MBNA

52 Duke L.J. 745, 750-51, 766, 770-74, 776 (2003)

To illustrate the costs of moving to an opt-in system, we examine MBNA
Corporation, a financial institution that offers consumers a variety of loan. and
insurance products (primarily credit cards), takes deposns_, but operates entirely
without a branch network. Incorporated in 1981 anq ppbllcly traded since 1991,
the company has compiled a stunning growth record in just two decades. As of the
end of 2000, the company provided credit cards and other loan products to 51
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million consumers, had $89 billion of loans outstanding, and serviced 15 percent
of all Visa/MasterCard credit card balances outstanding in the United States.

MBNA’s ability to access and use information about potential and existing
customers is largely responsible for it becoming the second largest credit card
issuer in the United States in less than twenty years. . . . MBNA harnessed
information technology as the engine for establishing and building customer
relationships without ever physically meeting its customers. By using direct mail,
telephone and, most recently, Internet contacts, the company has reached out to
new prospects throughout the population, regardless of where they live, with offers
tailored to their individual interests. . . .

At the core of its marketing and targeting strategies is the proposition that
consumers who share a common institutional bond or experience will have an
affinity for using a card that lets them demonstrate their affiliation each time they
use it to pay for a purchase. . . . F ollowing this “affinity group” marketing strategy,
MBNA designs a card product tailored to members of a particular group, negotiates
a financial arrangement with the organization for the exclusive rights to market an
affinity card to its members, and uses the member list as a source of potential
names to contact via direct mail or telemarketing. . . .

Given that MBNA’s fundamental business is lending money via an unsecured
credit card with a revolving line of credit attached, the company wants to put the
card in the hands of customers who will use it, but who will not default on their
balances. Consequently, MBNA uses information to screen prospects both before
it makes card offers (the targeting process) and after it receives applications (the
underwriting process). . . .

How large a drag does an “explicit-consent” system impose on economic
efficiency? According to the U.S. Postal Service, 52 percent of unsolicited mail in
this country is never read. If that figure translates to opt-in requests, then more than
half of all consumers in an opt-in system would lose the benefits or services that
could result from the use of personal information because the mandatory request
for consent would never receive their attention. Moreover, even if an unsolicited
offer is read, experience with company-specific and industry-wide opt-out lists
demonstrates that less than 10 percent of the U.S. population ever opts out of a
mailing list — often the figure is less than 3 percent. Indeed, the difficulty (and
cost) of obtaining a response of any sort from consumers is the primary drawback
of an opt-in approach. . . .

MBNA’s core product is the affinity card tailored for and marketed to each of
more than 4,700 affinity groups. . . . [T]he foundation of MBNA’s affinity strategy
is access to the member lists of each of its affinity organizations. . . . [A] third-
party opt-in regime could effectively end MBNA’s unique direct marketing
approach by sharply limiting an organization’s ability to share its member list. . . .

Like all major credit card issuers, MBNA uses personal information to increase
the chance that its credit card offer will reach an interested and qualified customer.
This process greatly reduces the number of solicitations that must be sent to
achieve a given target volume of new accounts, thereby reducing the cost of
account acquisition. It also reduces the volume of Jjunk mail in the form of card
offers sent to consumers who are not qualified. Third-party or affiliate opt-in
systems would eliminate MBNA’s access to a significant portion of the

information that it currently uses to identify which individuals on the member lists
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it receives would be good prospects for a given credit card or other product. A
blanket opt-in system applicable to marketing activities would impose similar

limits. . . .

NOTES & QUESTIONS

1. Opt Out vs. Opt In. Do you agree with Sovern that an opt-in policy is more
efficient than an opt-out policy? Do you think that an opt-in policy is feasible?
Are the views of Staten and Cate convincing on this score? Do you think opt
out or opt in should be required by law?

2. Internalizing Costs. Staten and Cate claim that MBNA’s business model will
be threatened by opt in. This business model relies in part, however, on sending
out 400 million of mostly unwanted solicitations for credit in order to receive a
0.6 percent response rate. In other words, this model views as an externality the
added cost of sorting through mail for 99.4 percent of those individuals
solicited. Should MBNA be obliged to internalize these costs?

3. Does Privacy-Self Management Work? Privacy policies form the backbone of
what Daniel Solove calls “privacy self-management” where the law seeks to
foster people’s ability to make choices about their personal data. The privacy
policy describes the ways that a business will collect, use, and share personal
data, and people can either consent to these practices or not engage in
transactions with businesses whose practices they do not find acceptable.

Solove finds severe problems with this approach:

Although privacy self-management is certainly a laudable and necessary
component of any regulatory regime, I contend that it is being tasked with
doing work beyond its capabilities. Privacy self-management does not provide
people with meaningful control over their data. First, empirical and social
science research demonstrates that there are severe cognitive problems that
undermine privacy self-management. These cognitive problems impair
individuals’ ability to make informed, rational choices about the costs and
benefits of consenting to the collection, use, and disclosure of their personal
data.

Second, and more troubling, even well-informed and rational individuals
cannot appropriately self-manage their privacy due to several structural
problems. There are too many entities collecting and using personal data to
make it feasible for people to manage their privacy separately with each entity.
Moreover, many privacy harms are the result of an aggregation of pieces of
data over a period of time by different entities. It is virtually impossible for
people to weigh the costs and benefits of revealing information or permitting
its use or transfer without an understanding of the potential downstream uses,
further limiting the effectiveness of the privacy self-management framework.”

4. Visceral Notice. Ryan Calo argues that policymakers should explore
“innovative new ways to deliver privacy notice.” He contends that notice can
be made more “visceral” so that people are more aware of it and understand it

35 Daniel J. Solove, Privacy Self-Management and the Consent Dilemma, 126 Harv. L. Rev.
1880 (2013).
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Zestﬁirt.t el*; o;oexsilmple, a “feiulation might require that a cell phone camera make
und so people know their photo is bein »36 i
: : ] g taken.”” Can you think of
v&;leg/s that privacy notices might be made more visceral? Would visceral notice
address the problems that Solove has identified?

As a related approach, there h i i
i , as been a discussion about “just-in-time”
g?élIcze?tEit:t:dI;Sy?rt f:o(rln. the FTC has noticed that “a disclosurje (e ;rn E‘lvrsrzllfy
") located in close proximity to an adverti and i
the pinent soctiny cued i 0 y to an advertisement and links to
; privacy policy explaining how data is coll
. . - t
purposes of delivering targeted advertising, could be an effectivee(;vit(;f?;

2. CONTRACT AND PROMISSORY ESTOPPEL

ypi 21113; lg?st};trégli)?’tian be thought gf as a type of contract, though the terms are
. Oy the company and are non-negotiable. Consider th. i
advice of Scott Killingsworth to the drafters of website privacy p Ozrcie:‘followmg

g(ﬁ?s;%egggbzr;?écentlgnt lee;)dg to the question: what is the legal effect of a privacy
? en the website and the user, a privac li
earmarks of a contract, but Cable St e omtion ofihs o
r » but perhaps one enforceable only at th i
[t ook of a contra [ y at the option of the user.
gard the policy as an offer to treat inf ion i i
0 stre : . tion in specified
ways, inviting the user’s acceptance, eviden i o fing 1
. : ; ced by using the sit bmitti
information. The website’s i . 8 Endlaibimiteion
promise and the user’s use of the si issi
of personal data are each suffici i i oport . oaesion
pers cient consideration to
obligation. Under this analysi bt o sue and seck o
: . ysis, users would have the right t
available remedies for breach of the pri i ot the noed for e
. : ¢ privacy policy, without the ne i
rights of action under such regulatory statutes as the FTC Act.*® e forprivate

b uP;rtll\llacy pot%lcle.s can also .be viewed simply as notices that warn consumers
e use of their personal information. Assuming that these notices are subject

to change as busin i

ess practices evolve, how effecti i i

_ ectiv i
means (s proteet prisscrs 2 e are privacy policies as a

IN RE NORTHWEST AIRLINES PRIVACY LITIGATION
2004 WL 1278459 (D. Minn. 2004) (not reported in F. Supp. 2d)

MAGNUSON, J Plaintiffs are cu
V Ao stomers of Defendant Northwest Airli
I(A (li\In(sztllll:::asttlo)n A(A“I;Ii SSzp;ember 11, 2001, the National AeronauticallreulllzieSS’pI;ccf;
: ”) requested that Northwest provide NASA wi i
passenger information in order to assist NASA in i i e
1 _ studying ways to incr irli
security. Northwest supplied NASA with passenger nameyrecords e(at‘slfﬁglsl’l’l)e

36
See M. Ryan Calo, Agai ] icism i j
L Rey e M (2%/12). » Against Notice Skepticism in Privacy (and Elsewhere), 87 Notre Dame

37
FTC Staff Report, Self-R inci j
12, 2009) D If-Regulatory Principles for Online Behavioral Advertising 35-36 (Feb.

38 .
Scott Killingsworth, Mindi j j
Practice. ). ngll oo . 57,1?; 1z_;'zg‘g; (1109149;"9 )?wn Business: Privacy Policies in Principle and in
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rmation. PNRs contain information

i i er info _
which are electronic records of passeng o, e o roservation, oar

i cre
such as a passenger’s name, flight number,

ny traveling companions. . . o e
rent2’112212;1?‘315}5ycontendgthat Northwest’s actions constitute violations of

«“ ? t seq., the
Electronic Communications Privacy Act ( ECPA™), 18 U1§8C13 §ai210 %\/Iein;eeci s he
Fair Credit Reporting Act (“FCRA”), ’1,5 U.S.C. S§t g e e
Deceptive Trade Practices Act (“DTPA”), Minn. a1: t misrepr’e e
constitute invasion of privacy, trespass to property, negligen RN
breach of contract, and breach of express warrant:ies. The ya;)s(;hcy [ most o

? 3 . . ac
intiffs’ claims is that Northwest’s website contained a priv
f&:‘znlt\}f)t;sth;lles?fvould not share customers’ 1pfqrrglat10n tex(ciep;ch:: r;ggits}?jvrgstgz
> travel arrangements. Plaintiffs contend | Ne¢ .
H;ili?siggsf)(;‘rg;;s to NASA violated Northwest’s privacy policy, giving rise to
p
1 claims noted above. o
the 1lil%)a;thwest has now moved to dismiss the émended Cons
Complaint (hereinafter “Amended Complamt ) R
The ECPA prohibits a person or entity from

(1) intentionally access[ing] without authorization a facility through which an

. e L ‘ded: or
communication service is provided; o .
ele((:égo?rifentionally exceeds an authorization to access that facility; and thereby

COIllmunlcatlon Whlle it 1s 1n eleCtrOnlC St()rage mn SuCh System Shall be puIllS] led.

18 U.S.C. § 2701(a).
Plaintiffs argue that Northwe

olidated Class Action

i 1 nications
st’s access to 1ts own electronic commu

ice is limited by its privacy policy, aqd that Northqut ] prov1s1onti)lf Egl;ﬁ;
?\?XlslA violated that policy and thus constituted unauthorlged acce_:(sls ;[1?, eithin Yy
through which an electronic communication service 1s pr_oxlfl ; :d ‘ 2v; (hin he
meaning of this section. Plaintiffs also allege tha‘; rli?t;thv;(re(s;‘; \i/(lici)nz 182702 07 e

i at “a person oOr \

Eftirﬁl,mivg;lii)?ls :::?":/iZe tt(})l the publ?c shall not knowingl.y divulge }‘;0 iﬁ;p;fg;g;ﬁ

i tents of a communication while in elegtromc storage by > -
L t}g CO3702(a)(1) Northwest argues first that it cannot Ylola}te §270 ' ecalgh
iltgi:J n?)t a"%aerson or eﬁtity providing an electronic communications service to the

public.” . .. . .
Defining electronic communic

service providers like Northwest stretc

internet service provider. . . .
Similarly, Northwest’s con:

ations service to include online merc_hants or
hes the ECPA too far. Northwest is not an

duct as outlined in the Amended Complaint doc;s
pe or
not constitute a violation of § 2701. Plaintiffs’ claim is that N(l)rt(}ilwestn t)r?prfoph ibi};
disclosed the information in PNRs to NASA. Seghon 27}?‘0"[ c;fr? ne e}g oot
improper disclosure of information. Rather, this section prohibits p Etained -
}cglgn elt)lectronic communications service provider or the information co
ice provider. . . . o o . _ .
that ;?;Zily II)\Iorthwest argues that Plaintiffs’ remaining clamils fail ;(e)ri;at;an? rfllst1 m
i Eli These claims are: trespass to pro )
n which relief can be granted. ope
3pon seclusion, breach of contract, and breach of express warranties

C. CONTRACT LAW | 835

To state a claim for trespass to property, Plaintiffs must demonstrate that they
owned or possessed property, that Northwest wrongfully took that property, and
that Plaintiffs were damaged by the wrongful taking. Plaintiffs contend that the
information contained in the PNRs was Plaintiffs’ property and that, by providing
that information to NASA, Northwest wrongfully took that property.

As a matter of law, the PNRs were not Plaintiffs’ property. Plaintiffs
voluntarily provided some information that was included in the PNRs. It may be
that the information Plaintiffs provided to Northwest was Plaintiffs’ property.
However, when that information was compiled and combined with other
information to form a PNR, the PNR itself became Northwest’s property.
Northwest cannot wrongfully take its own property. Thus, Plaintiffs’ claim for
trespass fails. . . .

Intrusion upon seclusion exists when someone “intentionally intrudes,
physically or otherwise, upon the solitude or seclusion of another or his private
affairs or concerns . . . if the intrusion would be highly offensive to a reasonable
person.” . . . In this instance, Plaintiffs voluntarily provided their personal
information to Northwest. Moreover, although Northwest had a privacy policy for
information included on the website, Plaintiffs do not contend that they actually
read the privacy policy prior to providing Northwest with their personal
information. Thus, Plaintiffs’ expectation of privacy was low. Further, the
disclosure here was not to the public at large, but rather was to a government
agency in the wake of a terrorist attack that called into question the security of the
nation’s transportation system. Northwest’s motives in disclosing the information
cannot be questioned. Taking into account all of the factors listed above, the Court
finds as a matter of law that the disclosure of Plaintiffs’ personal information
would not be highly offensive to a reasonable person and that Plaintiffs have failed
to state a claim for intrusion upon seclusion. . . .

Northwest contends that the privacy policy on Northwest’s website does not,
as a matter of law, constitute a unilateral contract, the breach of which entitles
Plaintiffs to damages. Northwest also argues that, even if the privacy policy
constituted a contract or express warranty, Plaintiffs’ contract and warranty claims
fail because Plaintiffs have failed to plead any contract damages. . .

Plaintiffs’ rely on the following statement from Northwest’s website as the
basis for their contract and warranty claims:

When you reserve or purchase travel services through Northwest Airlines
nwa.com Reservations, we provide only the relevant information required by the

car rental agency, hotel, or other involved third party to ensure the successful
fulfillment of your travel arrangements. . . .

The usual rule in contract cases is that “general statements of policy are not
contractual.” . . .

The privacy statement on Northwest’s website did not constitute a unilateral
contract. The language used vests discretion in Northwest to determine when the
information is “relevant” and which “third parties” might need that information.
Moreover, absent an allegation that Plaintiffs actually read the privacy policy, not
merely the general allegation that Plaintiffs “relied on” the policy, Plaintiffs have
failed to allege an essential element of a contract claim: that the alleged “offer”

e e e
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) o d anty claims fail as a matter recent case hag speciﬁcally held that. this is not a damgge available in a breach
was accepted by Plaintiffs. Plaintiffs’ contract and warranty of contract action. See Trikas v. Universal Card Services Corp., 351 F. Supp.
) 2d 37 (E.D.N.Y. 2005). This holding naturally follows from the well-settled
of law. . g intiffs had allegced L I ; . g
. : i tly definite and Plaintiffs ha g le that tract, unlik tort. all Iv f
Even if t(lilehprlval(?y pgllfozy;ifséfzﬁéiﬁ igformation to Northwest, it is likely principie that “recovery in contract, unlike recovery in tort, allows on y for
that they read the policy be

economic losses flowing directly from the breach.”

that Plaintiffs’ contract and warranty claims would fail as a matter of law. Plaintiffs allege that in a second amended complaint, they could assert as a

. Ct i lege any contractual damages contract damage the loss of the economic value of their information, but while

Defendants point out that Plaintiffs have failed to allege any that claim sounds in economic loss, the argument ignores the nature of the

arising out of the a}lleged breach. . ... contract asserted. . . . [T]he “purpose of contract damages is to put a plaintiff in

[The case is dismissed.] the same economic position he or she would have occupied had the contract

been fully performed.” Plaintiffs may well have expected that in return for
NOTES & QUESTIONS

providing their personal information to JetBlue and paying the purchase price,
o 334 F. Supp. 2d 1196 Fhey wogld obtain a ticket for air travel_ and the promise that their personal
1. Breach of Contract. In Dyer v. Northwest Airlines Corp., 33 o= 1 ¢ information would be safeguarded consistent with the terms of the privacy
’ ther action involving Northwest Airlines” disclosure o policy. They had no reason to expect that they would be compensated for the
(D.N.D. 200:;);(1:?2 the government, the court reached a similar conclusion on
passenger re ’

“value” of their personal information. In addition, there is absolutely no support

] I for the proposition that the personal information of an individual JetBlue
the plaintiffs’ breach of contract claim: . D the passenger had any value for which that passenger could have expected to be
To sustain a breach of contract claim, the P lam_tlffsdmgu)sfigglrzo:ss tvrva}:iecgl zlow f:orr_lpensated. . "l:here is Iikgwise no support for the proposition that an
existence of a contract; (2) breach of the contract; and ( g individual passenger’s personal information has or had any compensable value
) ] in the economy at large.
from ﬂE?Fib}f: 2g)ll'lr.t.f.'mds the Plaintiffs’ breach of contract claim fails asa matter
aw. First, broad statements of company policy do not generally give rise to If you were the plaintiffs’ attorney, how would you go about establishing the
of I?W't 1{S.;ns Second, nowhere in the complaint are the Plaintiffs alleged ’
contract claims. . . . )

to have ever logged onto Northwest Airlines’ w;bsite and accesse;f, 1¥ead’,
understood, actually relied upon, or otherwise considered Northwest Airlines

plaintiffs’ injury? Is there any cognizable harm when an airline violates its

privacy policy by providing passenger information to the government?

licy. Finally, even if the privacy policy was sufficiently definite and 3. Promissory Estoppel. Under the Restatement (Second) of Contracts § 90:
i olicy. Finally, : ' ly o»
?ﬁ;vggigtiffsyhad alleged they did read the p.oh.cy prior to pro(;ndmguperesogﬂ ~ T T promisor bl o Conrets § 50
information to Northwest Airlines, the Pla(lin]?ffs }Illave failed to allege any A promiee Wich the promisor should reasona by xpet 1 ndce scion o
isi lleged breach. ‘
contractual damages arising out of the a

such action or forbearance is binding if injustice can be avoided only by

. e .2d enforcement of the promise. The remedy granted for breach may be limited as
' ] Corp. Privacy Litigation, 379 F. Supp

2. Damages.-In In re Jet Blue Airways

299 (E.D.N.Y. 2005), a group of plaintiffs sued Jet Blue Airlines for breach octl‘ justice requires.
contra(;t t;or sharing passenger records with the government. The court grante

If website privacy policies are not deemed to be contracts, can they be
Jet Blue’s motion to dismiss:

enforced under the promissory estoppel doctrine?

der New York law requires proof of four 4. Breach of Confidentiality Tort. Would the plaintiffs have a cause of action
i t under Ne .
An action for breaqh of con;r;zo;lltfiact (2) performance of the contract by one based 0.11 the b.reach of .C(?nﬁdentlahty tort? . .
elements: (1) thﬁ EXlsltlencfho oy and’ (4) damages S. Enforcing Privacy Policies as Contracts Against Consumers. Suppose privacy
the other party, . . .
Parg; Sl)l:r.ea.c . ;;gues that plaintiffs have Tailed to meet their pleading

policies were enforceable as contracts. Would this be beneficial to consumers?

requirement with respect to damages, citing an absence of any facts in the It might not be, Allyson Haynes argues:

Amended Complaint to support this eclement of the claim. Plaintiffs’ sole

. ists of the statement that [Tlhere is a distinct pos.sibility that as website operators grow savvier with
allegation on the element of contr?czcdmﬁig:; i;?l?rsé d plaintiffs and members respect to the law, they will respond to the lack of substantive privacy protection
JetBlue’s breach of theglomfi’::‘&fergre i,ifble for “actual damages in an amount (and lack of consumer awareness) by including in privacy policies terms that
?f tbhe glztl:;:llfilfeglztti ial ue At oral argument, when pressed to identify the are not favorable to consumers.

e de R . ~ o . . ..
“(i)njUTieS” or damages referred to in the Amended Complaint, Cfoun.s el for On the flip side of consumers seeking to enforce privacy policies as
plaintiffs stated that the “contract damage Couldt bet fihe ;‘;S: I(t) isp;;t;:;z;lt contracts, companies might also desire to hold customers to be contractually

. . “mav” be a contract dam: ) T . .. . .
acknowledging that loss ofprllvacl)l’mgrllltyhel d in this case that the sparseness of bound to the companies privacy policies. Would a privacy policy be
blilszd on the ‘ﬁlegf::i% r?;lfs (;r?iirzrc% result of plaintiffs’ inability to plead or prove enforceable as a contract against the customer? Haynes contends:
the damages alle

any actual contract damages. As plaintiffs” counsel concedgs, the onl}i dartnag:
that can be read into the present complaint is a loss of privacy. At least on
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[Plarticularly in cases where consumers are deembed to l}avq a;s:llllltaet(ii otr(: gvrl?lflz:ﬁl};
ici i their presence on the site or by giving 1nfo
policies by virtue of  information wEhout
i icki the consumer has a good arg .

affirmatively clicking acceptance, s . 1 that he €

i i i enting the formation of a g
he did not assent to the privacy pohcy, preventi : :
20ntract and preventing the website from enforcing any of its terms against the

consumer.

6. Standing in Misrepresentation Claims. In Inre iPho;?e Application L.itigati'on,
. 2013 WL 6212591 (N.D. Cal. Nov. 25, 2013), plaintlff_s sued Apple. ina (;)asst
action alleging, among other things, that Apple made misrepresentations abou

iPhone privacy:

Plaintiffs claim that they relied upon Apple ’Is rle.piiseFitiolr‘les’ S&lts);ltl; II;EX;CZ&I:E
S . o ' of App
data collection in purchasing their 1Phor}es nlig atements sbow
i > pri Plaintiffs did not consent to the App P
protecting users’ privacy, . . : lo the APD dove opers
itti intiffs’ to third parties. Plaintiffs .
transmitting Plaintiffs’ information part ' o at as @
’s mi i ding its privacy and data co
It of Apple’s misrepresentations regard ta co.
;izlétices Pligintiffs both overpaid for their iPhones and suffired dlm}nlshment
to their iI”hones’ battery, bandwidth, and storage “resources.

Some of the statements Apple made in its privacy policy included:

Your privacy is important to Apple. So we’ve developf:d a Priv.acy Policy that covers
how we collect, use, disclose, transfer, and store your information. . . .

To make sure your personal information is secure, we commgnicate our pnzacyi ?}Eﬁ
security guidelines to Apple employees and strictly enforce privacy safeguards w

the company. . . .

Apple takes precautions—including administrativg, technical, an((i1 physw:;
mre)asures—to safeguard your personal information ag'fnnst loss, theft, and misuse
well as against unauthorized access, disclosure, alteration, and destruction. . . .

The court held:

While the iDevice Plaintiffs identify numerous pllirpo%eﬁl misi}ellérz‘s;ei:g;zttli(;rrl}s]
i i chasing their iPhones
and argue that they relied on them in pur heir iF . i
i i “ i i rt Plaintiffs’ assertions. Critically,
record is devoid of “specific facts” to suppo 1 v
inti i hat he or she even saw, let alone re
e of the Plaintiffs presents evidence U ; . : .
Zflg relied upon, the alleged misrepresentations confcamed in the Apple P.rlvzilc.y
Policies or App Store Terms and Conditions, either prior to purchasing his
or her iPhone, or at any time theregfter. .

In their depositions, Plaintiffs either could not recall havmg read at'ly.of ttlilesii
policies (or any other Apple representation) in connection yv1th Obtalill}lr-lg efse
iPhones, or expressly disavowed having read any Apple policy, or anything
about the iPhone, prior to purchasing one.

The court further reasoned:

ici j nal
3 Allyson W. Haynes, Online Privacy Policies: Conlracting Away Control Over Perso
Information?, 111 Penn. St. L. Rev. 587, 612, 618 (2007).

C. CONTRACT LAW

First, Plaintiffs suggest that standing is established as long as a plaintiff
“receives” a misrepresentation. The implication of this argument seems to be
that a plaintiff can show standing as long as the defendant has disseminated the
alleged misrepresentation to her in some fashion, regardless of whether the
plaintiff ever actually sees, reads, or hears the defendant’s statement. The Court
questions how one can act in reliance on a statement one does not see, read, or
hear. . . .

Second, Plaintiffs argue that the Court should infer reliance from the fact
that Plaintiffs had iTunes accounts and therefore had to, at some point, agree to
Apple’s Terms and Conditions and Privacy Policy. . . . [B]y virtue of having
active iTunes accounts, Plaintiffs would have been asked to agree to Apple’s
updated Privacy Policy at some point during the class period. . . . Plaintiffs ask
the Court to infer that Plaintiffs must have read and relied on misrepresentations
contained in Apple’s Privacy Policy at some point during the class period.

There are two problems with this theory. Most critically, it has no evidentiary
support. No Plaintiff, in either a deposition or declaration, identified an Apple
Privacy Policy as the source of his or her “understanding” regarding Apple’s
policies concerning privacy and data collection. . . .

What is more, the mere fact that Plaintiffs had to scroll through a screen and
click on a box stating that they agreed with the Apple Privacy Policy in July
2010 does not establish, standing alone, that Plaintiffs actually read the alleged
misrepresentations contained in that Privacy Policy, let alone that these
misrepresentations  subsequently formed  the basis for Plaintiffs’
“understanding” regarding Apple’s privacy practices. Accordingly, the
existence of Plaintiffs’ iTunes accounts does not, by itself, demonstrate that

Plaintiffs actually read and relied on any misrepresentations contained in the
updated Privacy Policy from July 2010.

7. Promises of Anonymity. In Saffoldv. Plain Dealer Publishing Co., a state court
Jjudge (Shirley Strickland Saffold) sued the Cleveland Plain Dealer for stating
that comments posted on the newspaper’s website under the screen name
“lawmiss” originated from a computer used by the judge and her
daughter. Some of these comments related to cases before Judge Saffold. Judge
Saffold claimed that the newspaper’s disclosure of the identity of “lawmiss”
violated its website’s privacy policy, which stated that “personally identifiable
information is protected.” Moreover, the user agreement that was part of the
registration process to create an account on the website incorporated the privacy
policy. The case was settled before any judicial decision was issued. Suppose,
however, the litigation had proceeded. Would Judge Saffold have a claim for
breach of contract or promissory estoppel?

8. Website Communities and Promissory Estoppel. Consider Woodrow Hartzog:

Suppose a person improperly provides others with access to a friend’s F acebook
profile. Suppose a member of a dating website copies another’s dating profile
and discloses the information to the general public. Or suppose a member of an
online support community for recovering alcoholics reveals the names and other
personal information of other members. Should members of an online

community be able to expect and legally enforce the confidentiality of their
data? . . .

839




840

CHAPTER 9. CONSUMER DATA

T contend that the law can ensure confidentiality for members of online
ities through promissory estoppgl. . . .
concl)mgn;tflet;e irrnn%edri)ate difficulties with using promlssci)ry es‘g;pé):ihl(s) that
Il;ers of online communities have not made agreemen{t)s _tetwlfd o i
mlfm have merely agreed to the terms of use gf the websi ea d community.
2‘: o se Member A of an online community discloses tllge prjlkvz; er o
£ Me ble to sue Member 0
B. Would Member B be al ! : 0
o Menibee\fen though Member A never made a d1rect‘ promise l‘;ol .lzdeirgb:erly "
esI[(I)ppc&;rder to allow all users within the cqmmumty theha 1&1 y irtearts
prorrliises of confidentiality, I proposefagplaczcg:;c;f eeflftece;l atez ok
i ine or the concept of dua . ; .
be%eficl’ari’erﬂ;): t)rfl'rlllese. Although the implementation of promissory est:ggelpgi
VIVf p eiltsext would be challenging, I conclude thajt _the prorr.nssloz}éfects pand
:hi:sorc}? for confidential disclosure could have positive practica

C. CONTRACT LAW

I think the breach of contract lawsuit, if filed in an American court applying
fairly ordinary domestic contract principles, would be a loser. .

The common law generally dislikes punishing breach with liability or
damages when the inevitable consequence of performance is to motivate
socially wrongful conduct, and nonperformance to retard it. . . .

What about cases where A and B contract not to disclose some fact X, and
the nondisclosure will create harm for innocent third parties. These contracts
are often enforced (every confidentiality clause probably shelters some fact with
the potential for third party harm). But the degree to which the nonbreaching
party can recover ought to turn on what’s being kept secret: if the secret is
particularly socially harmful (oozing toxic sludge!) we might believe that the
hiding, non-breaching, party doesn’t get to recover for breach. Thus, you
sometimes see cases where fraud—revealing employees are protected from
consequences of nondisclosure agreements by (effectively) common law

841

n whistleblower doctrines.
advance both privacy and free speech objectives. thre the thir.d-part.y harm relates 1o marriage,. the law appears to be more
tzog’s proposal? Should members of categorical. Public policy concerns about contracting and thjrd party harm are
What are the_ .Pm}? and con]il?;ag:;szg g o c11)1 other? strongest in agreements touching on issues of family life and infidelity.*?
online communities have any o ? Woodrow Hartzog contends
9. Are Website Privacy Settings Part of a Coytract. wo hould be considered as Is Hoffman correct that such a breach of contract case would lose under
" that website privacy settings and other design features shou

American law? Should courts choose which contracts to enforce based on

part of the contract between the website and the user: morality? If a company breaches a contract and reveals that a person is doing

- 'S pri tations and the something immoral, should that breach go unremedied?
ine a website user’s privacy expec g ’ g ?
Wl{)el?t C’Ou;tri rsriesleqst;)oc};ir;n;;e they almost invariably 10§k to the tels’rer;fi I?éfsucs)i 11. Interpreting Promises. In In re iPhone Application Litigation, 844 F, Supp. 2d
website’s X r k to the privacy i . o
agreement or to the privacy policy. They ra?cfel};hlgi(; civasy greferences- These 1040 (N.D. Cal. June 12, 2012), pla{nt1ffs sugd Apple for the practlce§ of t_hlrd
other elements of a website where users spec}dy . topbe part of any contract of p.art.y.apps. App_le argued that its Privacy Policy and Terms of Use disclaimed
settings and elements aretty(?lca%llzvré(;thic‘);;lt he;ffew users actually read or rely liability from third-party conduct, However, the court concluded:
i . Yet studies -, . .
promise to the user oo ivacy policies. In contrast, users feg‘ﬂ,aﬂy ta}ke Additionally, to the extent that Apple argues that it has no duty to review or
terms of service or privacy p bsite design . ;
ugon te ¢ of and rely upon privacy settings. . .. [T]o the extent we evaluate apps and that it has disclaimed any liability arising from the actions of
advantag

€ C()ult h()ul on lde these deSl n featllIeS as
W CbSlte deSlgIl IIldllCCS Ie|lanC N S8 d C S T g

L mises conduct with respect to the alleged privacy violations. For one, it is not clear
enforceable pro ' ) rivac that Apple disclaimed all res onsibility for privacy violations because, while
k d th T SOCial media WebSIteS; for example’ haVe p 11 by Apnl I; . d t to h P li bli]y p yblt f th(’i t
Facebook and othe / ir information will be pple claimed not to have any liability or responsibility for any third party
settings that allow users to establish how b,rogdly thetl'r mrt;lore broadly than materials, websites or services, Apple also made affirmative representations
hared. If Facebook were to expose a person’s informa - £ a sontraet oF that it takes precautions to protect consumer privacy. Additionally, Plaintiffs’
he t. it in his privacy settings, could that be the baSIS. o 56 considered allegations go beyond asserting that Apple had a duty to review or police third
he s toppel lawsuit? What other design elements might be co party apps. Instead, Plaintiffs allege Apple was responsible for providing user’s
promissory est p’p contract or promise with a user? information to third parties. Plaintiffs allege that Apple is independently liable
part of a website’s lity. In Canada, Gabrielle Nagy sued her cellphone for any statutory violations that have occurred. At the motion to dismiss stage
10 Coniract ang Moraliy. ications for’ breach of contract when it incorporated then, the Court is not prepared to rule that the Agreement establishes an absolute
company, Rogers Commlllmlt? } 1'(111 : hone bill. The result was that her husband bar to Plaintiffs’ claims.
ill into the family ph : . . L )
h?r cell pl&o?}el:als she was frequently calling another man. Nagy evgntualhy The court recognized that Increased security risks and lessened device
discovere s having an affair, and they divorced. resources (storage, battery life, and bandwidth) from third-party apps could
fessed to her husband that she wa g . N
coniesse : ] constitute concrete injuries.
Consider David Hoffman:

4 . . . l
2 C f
W OOdIOW IIaI tZOg Promises a’ld] rivacy. 1 ’(7771(13507 V) ESZOPP@I ana Con laenllal Disclosure
n ()}’lllne COmmunltleS, 82 Te]llp. L. ReV. 891, 893-96 2()()9 B 42

41 Wo dr Hart: VV b it Desi ( 1 1 6“ Am. | L. Rev I 6 35 011 a Hoﬁman, Conn acts and rrivac f COH .. ( )
Odrow Z0, ebsiie esign as Lontrac . o . ( ) cu
2, g g I't [[[g ( ’plnlons I] 21 2

http://www.concurringopinions.com/archives/Z0 10/06/ contracts-and-privacy.html.
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Should a more general statement that a company protects prlvacif1 .ozllerrl(;le
more specific statements such as disclaiming responsibility for thir -pa; a}{
apps? Or should the more specific stgtemepts govern over_ t‘lile more g;nee 1
ones? Suppose a company’s founder in an 1nterv1ew_states. We”ceére 1 g t% i};
about our the privacy of our customers and protect it zealously. bou  thie
trump a statement in the privacy policy‘f7 that allows personal data to be share
i ird parties unless people opt out?
12.?2:: %’;)rsi I;f “Free”. Ma}:ly Ic))nline services, such as Google and Fapebook, arfi
free. Chris Hoofnagle and Jan Whittington argue that these services are no

really free:

[Clonceiving of transactions as free can harm both consumers and ccgmpe’ufuo;li
These exchanges often carry a hidden charge: the forfeit of one sfpersoilh
information. The service provider may expect to earn revenues from te
personal information collected about consumers whq devote? their attention to
advertising and other services, such as games, frorp th%rd parties. Th;:1 more tlgll:
the consumer spends using the service and revgahng 1nformat10n, the more
service can adjust the product to reveal more 1nform?t10n about .the consumer
and tailor its advertising of products to that consumer’s personal information.

Hoofnagle and Wittington contend that many “informa.tlon—ilnter.lswer:
companies misuse the term ‘free’ to promote prodl_lcts .and' services that incu
myriad hidden, nonpecuniary costs.” What are the 1mp11cat10ns of I‘?}COganlﬁl%
that consumers are paying a price for sharing the1r perspnal data? To wha
extent does this fact affect contract law analysis when it comes to privacy

policies?

D. PROPERTY LAW

A number of commentators propose that pr_ivacy can be protepted Fby
restructuring the property rights that people have in pe.rsm‘l‘a'l 1nfor_mat10n. For
example, according to Richard Murphy, personal information “like all information,
is property.” He goes on to conclude:

... [Iln many instances, privacy rules are in fact implied contractual' terms. To Fhe
extent that information is generated through a Vol}lntary transaction, 1rr;1p0?)1ngt
nondisclosure obligations on the recipient. of the 1nf0rmat101_1 may bg t E es
approach for certain categories of informgtlon. The vglue .that 1nfomeglonffa§eil>;
post is of secondary importance; the primary question is What is the effici

contractual rule. Common-law courts are increasingly w11}1ng to impose an
implied contractual rule of nondisclosure for many categories of transac‘ilolis,
including those with attorneys, mediqal prov1der§, bankers, and accfouq ants.
Many statutes can also be seen in this light — that is, as default rules of privacy.

* Chris Jay Hoofnagle and Jan Whittington, Free: Accounting for the Costs of the Internet’s
Most Popular Price, 61 UCLA L. Rev. 606 (2014).
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And an argument can be made for the efficiency of a privacy default rule in the
generic transaction between a merchant and a consumer.

Lawrence Lessig also contends that privacy should be protected with property
rights. He notes that “[plrivacy now is protected through liability rules — if you
invade someone’s privacy, they can sue you and you must then pay.” A “liability
regime allows a taking, and payment later.” In contrast, a property regime gives
“control, and power, to the person holding the property right.” Lessig argues:
“When you have a property right, before someone takes your property they must
negotiate with you about how much it is worth.”*

Jerry Kang proposes a type of fusion between property and contract regulation
when he proposes that there be a default rule that individuals retain control over
information they surrender during Internet transactions. He contends that this
default rule is more efficient than a default rule where companies can use the data
as they see fit. The default rule that Kang proposes could be bargained around:
“With this default, if the firm valued personal data more than the individual, then
the firm would have to buy permission to process the data in functionally
unnecessary ways.”*® In essence, Kang is creating a property right in personal data,
and people could sell the right to use it to companies.

Other commentators critique the translation of privacy into a form of property
right that can be bartered and sold. For example, Katrin Schatz Byford argues that
viewing “privacy as an item of trade . . . values privacy only to the extent it is
considered to be of personal worth by the individual who claims it.” She further
contends: “Such a perspective plainly conflicts with the notion that privacy is a
collective value and that privacy intrusions at the individual level necessarily have
broader social implications because they affect access to social power and stifle
public participation.”*’

Consider Pamela Samuelson’s argument as to why property rights are
inadequate to protect privacy:

- - . Achieving information privacy goals through a property rights system may be
difficult for reasons other than market complexities. Chief among them is the
difficulty with alienability of personal information. It is a common, if not
ubiquitous, characteristic of property rights systems that when the owner of a
property right sells her interest to another person, that buyer can freely transfer to
third parties whatever interest the buyer acquired from her initial seller. Free
alienability works very well in the market for automobiles and land, but it is far
from clear that it will work well for information privacy. . . . Collectors of data
may prefer a default rule allowing them to freely transfer personal data to
whomever they wish on whatever terms they can negotiate with their future
buyers. However, individuals concerned with information privacy will generally
want a default rule prohibiting retransfer of the data unless separate permission is

* Richard S. Murphy, Property Rights in Personal Information: An Economic Defense of
Privacy, 84 Geo. L.J. 2381, 2416-17 (1996).

* Lawrence Lessig, Code and Other Laws of Cyberspace (1999).

46 Jerry Kang, Information Privacy in Cyberspace T ransactions, 50 Stan. L. Rev. 1193 (1998).

* Katrin Schatz Byford, Privacy in Cyberspace: Constructing a Model of Privacy for the
Electronic Communications Environment, 24 Rutgers Computer & Tech. LJ. 1 (1998). For an
argument about the problems of commodifying certain goods and of viewing all human conduct in
light of the market metaphor, see Margaret Jane Radin, Contested Commodities (1996).



844

CHAPTER 9. CONSUMER DATA

negotiated. They will also want any future recipient to bind itself to the same
constraints that the initial purchaser of the data may have agreed to as a condition
of sale. Information privacy goals may not be achievable unless the default rule
of the new property rights regime limits transferability. . . .

... From a civil liberties perspective, propertizing personal information as a
way of achieving information privacy goals may seem an anathema. Not only
might it be viewed as an unnecessary and possibly dangerous way to achieve
information privacy goals, it might be considered morally obnoxious. If
information privacy is a civil liberty, it may make no more sense to propertize
personal data than to commodify voting rights. . . 8

Daniel Solove also counsels against protecting privacy as a form of property
right because the “market approach has difficulty assigning the proper value to
personal information™:

... [TThe aggregation problem severely complicates the valuation process. An
individual may give out bits of information in different contexts, each transfer
appearing innocuous. However, the information can be aggregated and could
prove to be invasive of the private life when combined with other information. It
is the totality of information about a person and how it is used that poses the
greatest threat to privacy. As Julie Cohen notes, “[a] comprehensive collection of
data about an individual is vastly more than the sum of its parts.” From the
standpoint of each particular information transaction, individuals will not have
enough facts to make a truly informed decision. The potential future uses of that
information are too vast and unknown to enable individuals to make the
appropriate valuation. . . .

[Property rights] cannot work effectively in a situation where the power
relationship and information distribution between individuals and public and
private burcaucracies is so greatly unbalanced. In other words, the problem with
market solutions is not merely that it is difficult to commodify information (which
it is), but also that a regime of default rules alone (consisting of property rights in
information and contractual defaults) will not enable fair and equitable market
transactions in personal information. . . .

In contrast to these skeptics, Paul Schwartz develops a model of propertized
personal data that would help fashion a market for data trade that would respect
individual privacy and help maintain a democratic order. Schwartz calls for
“limitations on an individual’s right to alienate personal information; default rules
that force disclosure of the terms of trade; a right of exit for participants in the
market; the establishment of damages to deter market abuses; and institutions to
police the personal information market and punish privacy violations.” In his
judgment, a key element of this model is its approach of “hybrid inalienability” in
which a law allows individuals to share their personal information, but also places
limitations on future use of the information. Schwartz explains:

This hybrid consists of a use-transferability restriction plus an opt-in default. In
practice, it would permit the transfer for an initial category of use of personal data,
but only if the customer is granted an opportunity to block further transfer or use

8 Pamela Samuelson, Privacy as Intellectual Property?, 52 Stan. L. Rev. 1125, 1137-47 (2000).
4 Daniel J. Solove, Privacy and Power: Computer Databases and Metaphors for Information
Privacy, 53 Stan. L. Rev. 1393 (2001).
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In contrast, public law actions are initiated by government agencies or officials,
typically involve fines and penalties.
nd ;ﬁeyl 9);% Czngress and privacy experts first asked the Fede.ral ’fga;%e
Commission’(FTC) to become involved with consumer Izlr'lvacy'lss:_les. S}ngzrsonai
intai iti he use or dissemination o

the FTC has maintained the position that t . isse : :

in?ormation in a manner contrary to a posted privacy policy is a deceptive practice
the FTC Act, 15 U.S.C. § 45. _ ' . '

unde’lfhe Act prohibits “unfair or deceptive acts or practices in or affecting

commerce.” § 45(n).

i ice i ial “ ntation, omission
Deception. A deceptive act or practice is a material represe 61 ssion
or practice that is likely to mislead the consumer acting reasonably
- »
circumstances, to the consumer’s detriment.

Unfairness. The FTC Act classifies a trade praf:tic; as unfair if it “cause.sdo]rD 11S
likely to cause substantial injury to consumers which is not reaso.n_ablybavo; ta tg
by consumers themselves and is not outwelghed‘by countervailing en§ 1 bs ‘o
consumers or competition.” 15 U.S.C. § 45(n). Actions of a company can be bo
deceptive and unfair,

The Scope of Section 5. Section 5 proyides very broad jur.isd1ct10n tottperljl"l;}(l}e.
However, the FTC does not have jurisdiction over all companies. E?cemp ri(; m e
FTC’s jurisdiction are many types of ﬁne_mmal 1nst1tut102s(,id_ gonau ,
telecommunications carriers, and other types of entities. § 45(a)(2). i Y,
non-profit institutions such as schools are often not covered.

The FTC’s Structure. The FTC is headed by five commissioners, who are
appointed by the President and confirmed by thg Senate. They each serveh a seg::é
year term. The commissioners must be a bipartisan group — no more than <
can be members of the same political party. One of the commissioners
designated by the President as chairman.

Enforcement. The FTC can obtain injunctive remedies. § 53. The z:c‘i d;g:
not provide for private causes of action; only the FTC can enfprce tléet : }(1: .FTC
FTC does not have the ability to issue fines for violations of Secfuon 5,bu Z T
can issue fines when companies violate a consent decree previously entered in
for a violation of Section 5.

Rulemaking. The FTC lacks practical rulemaking authgrity unfler Sectipnhf.
The FTC has only Magnuson-Moss rulemaking authority, Wthh is dhf y
burdensome as a procedural matter. According to Beth DeSimone and Amy
Mudge:

i i i in i ing by the so-called “Magnuson-
ht now, the FTC is constrained in its rulemaking : ] usc
ﬁgss’}lrﬁes. These rules require the FTC Staff to engage in an industry-wide

3 i inge i House
52 Letter from James C. Miller I1I, Chairman, FTC, to Hon. John D. Dingell, Chairman,
Comm. on Energy & Commerce (Oct. 14, 1983).
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investigation, prepare draft staff reports, propose a rule, and engage in a series of
public hearings, including cross-examination opportunities prior to issuing a final

rule in any arca. These processes are so burdensome that the FTC has not engaged
in a Magnuson-Moss rule-making in 32 years.*

The Growing Role of the FTC. Since
breaches of privacy policies in 1998, the FTC has broy
most of which have settled. The FTC has brought about 170
security actions under Section 5, avera
per year has increased throughout the years.

According to Daniel Solove and Woodrow Hartzog:

Despite over fifteen years of FTC enforcem
decisions to show for it. The cases have
agreements. Nevertheless, companies look to these agreements to guide their
decisions regarding privacy practices. Those involved with helping businesses
comply with privacy law—from chief privacy officers to inside counsel to outside
counsel—parse and analyze the FTC’s settlement agreements, reports, and
activities as if they were pronouncements by the Chairman of the Federal Reserve.
Thus, in practice, FTC privacy jurisprudence has become the broadest and most
influential regulating force on information privacy in the United States—more SO
than nearly any privacy statute or common law tort, >

Companies that violate settlement o
$16,000 for each violation. Injunctive o

ent, there are hardly any Jjudicial
nearly all resulted in settlement

rders are liable for a civil penalty of up to
r other equitable relief is also available.

FTC Privacy Enforcement Beyond Section 3. Beyond Section 5 , the FTC also
enforces the Gramm-Leach-Bliley Act (GLBA) and the Children’s Onli
Protection Act (COPPA). Additionally,
Arrangement. The FTC used to be the
Reporting Act (FCRA), but that responsibility has largely been passed to the
Consumer Financial Protection Bureau (CFPB). The FTC still retains some limited
enforcement power over FCRA that is shared with CFPB. Although the FTC

cannot issue fines under Section 5, it has the power to issue fines under the GLBA,
COPPA, and FCRA.

ne Privacy
it enforces the US-EU Safe Harbor
primary enforcer of the Fair Credit

IN THE MATTER OF SNAPCHAT, INC.
2014 WL 1993567 (FTC May 8, 2014)

COMPLAINT

The Federal Trade Commission, having reason to believe that Snapchat, Inc.
(“respondent”) has violated the provisions of the Federal Trade Commission Act,

53 Beth DeSimone & Amy Mudge, Is Congress Putting the FTC on Steroids?, Seller Beware
Blog, Arnold & Porter (Apr. 26, 2010), http://

Www.consumeradvertisinglawblog.com/2010/04/is-
congress-putting-the-ftc-on-steroids. html.

** Daniel J. Solove & Woodrow Hartzog,

The FTC and the New Common Law of Privacy, 114
Colum. L. Rev. 583, 585-86 (2014).

it began enforcing the FTC Act for
ght a number of actions,

privacy and data
ging about 10 per year, though the number
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and it appearing to the Commission that this proceeding is in the public interest,
alleges: . ...

3. Snapchat provides a mobile application that allows consumers to send and
receive photo and video messages known as “sngps.” B.efore sending a snap, the
application requires the sender to designate a period of time that the recipient w1li
be allowed to view the snap. Snapchat markets the application as an “ephemeral
messaging application, having claimed that once the timer expires, the snap
“disappears forever.” . . . _ ' L

6. Snapchat marketed its application as a service for sending “disappearing
photo and video messages, declaring that the message sender “control[s] hoW lqng
your friends can view your message.” Before sending a snap, the application
requires the sender to designate a period of time — with the (_1efau1t set to a
maximum of 10 seconds — that the recipient will be allowed to view the snap. . .

8. From October 2012 to October 2013, Snapchat disseminated, or caused _to
be disseminated, to consumers the following statement on the “FAQ” page on its
website:

Is there any way to view an image after the time has expired?

No, snaps disappear after the timer runs out. . . .

9. Despite these claims, several methods exist by which a recipient can use
tools outside of the application to save both photo and video messages, allowing
the recipient to access and view the photos or videos indefinitely. o

10. For example, when a recipient receives a video message, the application
sstores the video file in a location outside of the application’s “sandbox” (i.e., the
application’s private storage area on the device that other applications cannot
access). Because the file is stored in this unrestricted area, until Octobgr 2013, a
recipient could connect his or her mobile device to a computer and use s1mple file
browsing tools to locate and save the video file. This method for saving video files
sent through the application was widely publicized as early as December 2012.
Snapchat did not mitigate this flaw until October 2013, when it began encrypting
video files sent through the application.

11. Furthermore, third-party developers have built applications that can
connect to Snapchat’s application programming interface (“API”), thereby
allowing recipients to log into the Snapchat service withogt using the of_ﬁma}l
Snapchat application. Because the timer and related “delegoq” funct}opallty is
dependent on the recipient’s use of the official Snapchat application, recipients can
instead simply use a third-party application to download and save both photo and
video messages. . . .

14. Snapchat claimed that if a recipient took a screenshot of a snap, the sender
would be notified. . . .

15. However, recipients can easily circumvent Snapchat’s screepghot
detection mechanism. For example, on versions of iOS prior to iOS 7, the recipient
need only double press the device’s Home button in rapid succession to evade j:he
detection mechanism and take a screenshot of any snap without the sender being
notified. This method was widely publicized.
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16. As described in Paragraphs 6, 7, and 8, Snapchat has represented,
expressly or by implication, that when sending a message through its application,
the message will disappear forever after the user-set time period expires.

17. In truth and in fact, as described in Paragraph 9-12, when sending a
message through its application, the message may not disappear forever after the
user-set time period expires. Therefore, the representation set forth in Paragraph
16 is false or misleading.

18. As described in Paragraphs 7 and 14, Snapchat has represented, expressly
or by implication, that the sender will be notified if the recipient takes a screenshot
of a snap.

19. In truth and in fact, as described in Paragraph 15, the sender may not be
notified if the recipient takes a screenshot of a snap. Therefore, the representation
set forth in Paragraph 18 is false or misleading. . . .

20. From June 2011 to February 2013, Snapchat disseminated or caused to be
disseminated to consumers the following statements in its privacy policy:

We do not ask for, track, or access any location-specific information from your
device at any time while you are using the Snapchat application.

21. In October 2012, Snapchat integrated an analytics tracking service in the
Android version of its application that acted as its service provider. While the
Android operating system provided notice to consumers that the application may
access location information, Snapchat did not disclose that it would, in fact, access
location information, and continued to represent that Snapchat did “not ask for,
track, or access any location-specific information . . . .”

22. Contrary to the representation in Snapchat’s privacy policy, from October
2012 to February 2013, the Snapchat application on Android transmitted Wi-Fi-
based and cell-based location information from users’ mobile devices to its
analytics tracking service provider. . . .

AGREEMENT CONTAINING CONSENT ORDER

The Federal Trade Commission (“Commission”) has conducted an
investigation of certain acts and practices of Snapchat, Inc. (“Snapchat” or
“proposed respondent”). Proposed respondent, having been represented by
counsel, is willing to enter into an agreement containing a consent order resolving
the allegations contained in the attached draft complaint. Therefore,

IT IS HEREBY AGREED by and between Snapchat, Inc., by its duly
authorized officers, and counsel for the Federal Trade Commission that: . . .

2. Proposed respondent neither admits nor denies any of the allegations in the
draft complaint, except as specifically stated in this order. Only for purposes of
this action, proposed respondent admits the facts necessary to establish
jurisdiction. . . .

IT IS ORDERED that respondent and its officers, agents, representatives, and
employees, directly or indirectly, shall not misrepresent in any manner, expressly
or by implication, in or affecting commerce, the extent to which respondent or its
products or services maintain and protect the privacy, security, or confidentiality
of any covered information, including but not limited to: (1) the extent to which a
message is deleted after being viewed by the recipient; (2) the extent to which
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respondent or its products or services are capable of detecting or notifying the
sender when a recipient has captured a screenshot of, or otherwise saved, a
message; (3) the categories of covered information collected; or (4) the steps taken
to protect against misuse or unauthorized disclosure of covered information.

IT IS FURTHER ORDERED that respondent, in or affecting commerce, shall,
no later than the date of service of this order, establish and implement, and
thereafter maintain, a comprehensive privacy program that is reasonably designed
to: (1) address privacy risks related to the development and management of new
and existing products and services for consumers, and (2) protect the privacy and
confidentiality of covered information, whether collected by respondent or input
into, stored on, captured with, or accessed through a computer using respondent’s
products or services. Such program, the content and implementation of which must
be fully documented in writing, shall contain privacy controls and procedures
appropriate to respondent’s size and complexity, the nature and scope of
respondent’s activities, and the sensitivity of the covered information, including:

A. the designation of an employee or employees to coordinate and be
accountable for the privacy program;

B. the identification of reasonably foreseeable, material risks, both internal and
external, that could result in the respondent’s unauthorized collection, use, or
disclosure of covered information, and assessment of the sufficiency of any
safeguards in place to control these risks. At a minimum, this privacy risk
assessment should include consideration of risks in each area of relevant operation,
including, but not limited to: (1) employee training and management, including
training on the requirements of this order; and (2) product design, development
and research;

C. the design and implementation of reasonable privacy controls and
procedures to address the risks identified through the privacy risk assessment, and
regular testing or monitoring of the effectiveness of the privacy controls and
procedures;

D. the development and use of reasonable steps to select and retain service
providers capable of maintaining security practices consistent with this order, and
requiring service providers by contract to implement and maintain appropriate
safeguards;

E. the evaluation and adjustment of respondent’s privacy program in light of
the results of the testing and monitoring required by subpart C, any material
changes to respondent’s operations or business arrangements, or any other
circumstances that respondent knows, or has reason to know, may have a material
impact on the effectiveness of its privacy program.

IT IS FURTHER ORDERED that, in connection with its compliance with Part
1T of this order, respondent shall obtain initial and biennial assessments and reports
(“Assessments”) from a qualified, objective, independent third-party professional,
who uses procedures and standards generally accepted in the profession. A person
qualified to prepare such Assessments shail have a minimum of three (3) years of
experience in the field of privacy and data protection. . . .

This order will terminate twenty (20) years from the date of its issuance. . . .
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NOTES & QUESTIONS

1. FTC Consent Decrees. When FTC cases are settled, the complaint and consent
fiecree. are typically issued together. The complaint is not released during the
Investigation or settlement negotiations.

FTC consent decrees often contain at least some of the following elements:
(D) pr9h1b1t10n on the activities in violation of the FTC Act: (2) steps t(;
remediate the problematic activities, such as software patches, or notige to
consumers; (3) deletion of wrongfully-obtained consumer data: “
modlﬁcatl.ons to privacy policies; (5) establishment of a comprehensive p;ivac
program, including risk assessment, appointment of a person to coordinate th}e]
program, and. employee training, among other things; (6) biennial assessment
reports by independent auditors; (7) recordkeeping to facilitate FTC
enforcement of the order; (8) obligation to alert the FTC of any material

changes in the company that might affect compli igati
ance obl
mergers or bankruptcy filings). ’ eriieations (such as

2. Types of Section 5 Privacy and Security Violations. What are the types of cases

the FTC brings? Under the “deception” prong of its authority, the FTC brings
cases for broken promises of privacy, general deception, insuff{cient notice, and
uqreasonable data security practices. Under the “unfairness” prong, the ’FTC
brmgs. cases for retroactive changes to privacy policies, deceitful data
collgctlon, improper use of data, unfair design or unfair default settings, and
unfair data security practices.’ ’

. Broker.z Promises and Deception. Snapchat represents a classic privacy
deceptl.on. case, where a company is found to be in violation of promises it
make§ 1n 1ts privacy policy. Recall the definition of a deceptive practice: it is a
material “representation, omission or practice that is likely to misle.ad the
consumer acting reasonably in the circumstances, to the consumers’ detriment.”
Can the FTC bring a deception action for statements that are not made in-a
f:ompgny’s privacy policy? Suppose the founder of a company states in an
1nt§:rV1ew that her company will never provide consumer data to a third party
fl"h{S statement contradicts the company’s own privacy policy, which correcﬂ};
indicates that the company does provide consumer to data to certain third

parties: Could the founder’s statement be the basis of an FTC action for
deception?

- FTC Enforcement: A Slap on the Wrist? The FTC does not have the power

to issue fines under Section 5. The FTC can issue fines if enforcing other
statutory regimes that permit such monetary sanctions, such as the GLBA
Dogs the F "_FC have sufficient enforcement teeth to deter companies from
engaging in privacy violations? To what extent does the FTC’s settlement with
Snapchat require more than complying appropriately with the law in the future?
Farhad Manjoo, in commenting on Snapchat notes that FTC consen:t

) . .
agreements “have become something of a rite of passage for tech companies.”
He goes on to argue:

55 3ol
olove & Hartzog, FTC and the New Common Law of Privacy, supra.
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But there is little evidence that these agreements have led to a wholqsale shift
in how tech companies handle private data. While the F.T.C. .deals mlght_ push
the companies to be more careful about privacy changes, being careful is not
the same as being private. It’s possible — and seems 11k§:ly — that agreements
with the government serve mainly to add a veneer of legitimacy over whatever

. 56
moves the companies planned to make anyway.

Manjoo also comments on a case where the FTC found that GoogI‘e violated
a 2011 consent decree that Google made with _the FTC. The FTC issued the
largest-ever fine against a company. Manjoo writes:

How much was that record-setting fine? $22.5 million. Note _that in 2012,
Google made a profit of $10.7 billion, most of it through advertising that was
based in some way on data it collected from users. I_f you do the ma;th, the
agency’s fine represented about 0 percent of Google’s income that year.

One aspect of the settlement to note is that the consent order lasts for 20
years. This is quite a long period of time. In comparison, an HHS consent order
typically lasts for 1 to 3 years. Is 20 years too long? Or appropriate?

5. If People Do Not Read Privacy Policies, Why Enforce Them? Daniel Solove

points out that people rarely read privacy policies:

Most pebple do not read privacy notices on a regular basis. As .for other types
of notices, such as end-user license agreements and contract boilerplate terms,
studies show only a miniscule percentage of people read_ them. Moreover, few
people opt out of the collection, use, or disclosure of their data when presented
with the choice to do so. Most people do not even bother to change the default

privacy settings on websites.”

Why should the FTC enforce privacy policies if people do not read them?
Solove points out that privacy policies are often difficult for consumers to
understand and there is a tradeoff between making policies understandal?le and
providing sufficient detail to explain the complex ways personal data is used

and protected:

The evidence suggests that people are not well informed about privacy. Efforts
to improve education are certainly laudable, as are attempts to make privacy
notices more understandable. But such efforts fail to address a deeper problem
— privacy is quite complicated. This fact leads to a tradeoff between
providing a meaningful notice and providing a short and simple one.

Privacy policies not only serve to inform consumers; they also serve to
inform privacy advocates and regulators, and they are a way to hold companies

56 d Manjoo, Another Tech Company Finds the F.T.C. Looking Over Ifs Shoulder, N.Y.
Times l;??irt}sla Blog,J May 8, 2014, http:ﬁbits.blogs:nytimes.com/2014/05/08/w111—a-government-
settlement-improve-snapchats-privacy-dont-count-on-it/. _

57 1d. Editors® Note: the 0 percent estimation may seem surprising. But in 2012, Google reporjte(}
$10.74 billion in total profits. That year, online advertising accounted for about 95 percentzo5
Google’s profits. Ninety-five percent of $10.74 billion is approximately $10.203 billion. A $22.
million dollar fine represents 0.002205 percent of Google profits. Hence, a 0 percent estimation
follows normal rounding conventions.

58 Daniel J. Solove, Privacy Self-Management and the Consent Dilemma, 126 Harv. L. Rev.

1880 (2013).
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to their word. But if experts are the audience for privacy policies, then doesn’t
this conflict with the needs of the consumer audience, for whom simpler is
better?

6. Why Did the FTC Become the Leading U.S. Privacy Agency? In 2000, Steven
Hetcher assessed the FTC’s behavior in enforcing privacy in these terms:

By the Agency’s lights, its promotion of the fair practice principles should
satisfy privacy advocates, as the fair information practice principles are derived
from pre-existing norms of the advocacy community. Public interest advocates
contend to the contrary, however, that privacy policies ill serve their
aspirational privacy norms. They argue that privacy policies are typically not
read by website users. They are written in legalese such that even if people read
them, they will not understand them. Hence, they do not provide notice and thus
cannot lead to consent. In addition, there is evidence that many sites do not
adhere to their own policies. The policies are subject to change when companies
merge, such that one company’s policy is likely to go unheeded. Finally, very
few privacy policies guarantee security or enforcement. Thus, the provision of
a privacy policy by a website does not automatically promote the fair practice
principles.

Despite these problems, the FTC has strongly endorsed privacy policies.
This raises a question as to why the Agency should do so, given the severe
criticism privacy policies have received. Why, for instance, is the FTC not
coming out in support of the creation of a new agency to oversee privacy
protection? . . .

There is a public choice answer as to why the Agency has promoted privacy
policies, despite their problems (and despite the fact that they do not appear to
promote the interests of any industry groups whose favor the FTC might be
seeking). It is through privacy policies that the FTC is gaining jurisdiction over
the commercial Internet. Jurisdiction is power. In other words, the FTC acts as
if it has a plan to migrate its activities to the Internet, and privacy policies have
been at the core of this plan. . . >

After the writings by Hetcher, however, the FTC developed an additional
role — the agency began to enforce standards of data security. Does this role
fit in with Hetcher’s analysis (“through privacy policies . . . the FTC is gaining
jurisdiction over the commercial Internet”)?

7. The Scope of the FTC’s Power. How much power does Section 5 provide to
the FTC to regulate the way companies collect, use, and share personal data?
In FTC v. Wyndham Worldwide Corp., 10 F.Supp.3d 602 (D.N.J. 2014),
Wyndham Hotels challenged the scope of the FTC’s power.

The Wyndham case arose from a series of data breaches suffered by
Wyndham. In its complaint against Wyndham, the FTC alleged a variety of
poor data security practices by Wyndham that led to the breaches. Although the
case involves data security and is excerpted and discussed in more depth in
Chapter 10, the arguments in the case could apply to the FTC’s privacy
enforcement. One of the arguments made by Wyndham was that because

%% Steven Hetcher, The FTC as Internet Privacy Norm Entrepreneur, 53 Vand. L. Rev. 2041
(2000). See also Steven Hetcher, Norms in a Wired World (2004); Steven Hetcher, Changing the
Social Meaning of Privacy in Cyberspace, 15 Harv. J.L. & Tech. 149 (2001); Steven A. Hetcher,
Norm Proselytizers Create a Privacy Entitlement in Cyberspace, 16 Berkeley Tech. L.J. 877 (2001).
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Congress enacted targeted data security legislation elsewhere, yet failed to
create a statute explicitly authorizing the FTC to regulate data security, the FTC
lacked the power to regulate. The court rejected this argument, concluding that
the FTC’s Section 5 power is very broad and that the context-specific data
security statutes simply enhance data security protection in certain contexts.
The court concluded that Wyndham “fails to explain how the FTC’s unfairness
authority over data security would lead to a result that is incompatible with
more recent legislation and thus would ‘plainly contradict congressional
policy.” ”

As Hartzog and Solove argue: “Congress gave the FTC very broad and
general regulatory authority by design to allow for a more nimble and
evolutionary approach to the regulation of consumer protection.” They contend
that normatively the FTC’s broad power is justified and that “the FTC not only
should have broad data protection enforcement powers, but that it also should
be exercising these powers more robustly. The FTC should enforce more
expansively, embrace consensus norms more quickly, and take more of a
leadership role in the development of privacy norms and standards.”® Should
the FTC take an even greater role and more aggressively try to develop privacy
norms?

8. Are FTC Consent Decrees Similar to Common Law? Daniel Solove and
Woodrow Hartzog argue that the body of FTC consent decrees has some key
similarities to common law. “Practitioners look to FTC settlements as though
they have precedential weight. The result is that lawyers consult and analyze
these settlements in much the same way as they do judicial decisions.”

9. Fair Notice. Some commentators critique the FTC for failing to articulate its
standards clearly enough. In the context of the FTC’s data security cases,
Gerard Stegmaier and Wendell Bartnick argue:

The FTC’s current practice. . . relies heavily upon the publication of negotiated
resolutions that consist of draft complaints coupled with consent agreements, as
well as the release of reports and other interpretive guidance that blend best
practices with law. The resuit is that legal requirements are generally shrouded
in mystery and uncertain risk of enforcement discretion. Finally, . . . a standard
based on “reasonableness” grounded solely in settlements raises its own
questions of whether constitutionally adequate fair notice was provided. Such a
standard seems unfair and problematic to those tasked with assisting entities in
avoiding unfair and deceptive trade practices.61

In another case, LabMD challenged the FTC with an argument quite similar
to Stegmaier and Bartnick’s. Writing for the FTC in denying LabMD’s motion
to dismiss, Commissioner Wright stated:

LabMD’s due process claim is particularly untenable when viewed against the
backdrop of the common law of negligence. Every day, courts and juries subject
companies to tort liability for violating uncodified standards of care, and the

0 Woodrow Hartzog & Daniel J. Solove, The Scope and Potential of FTC Data Protection, 83
Geo. Wash. L. Rev. 2230 (2015).

¢ Gerard M. Stegmaier & Wendell Bartnick, Psychics, Russian Roulette, and Data Security:
The FTC’s Hidden Data-Security Requirements, 20 Geo. Mason L. Rev. 673 (2013).
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contexts in which they make those fact-specific judgments are as varied and
fast-changing as the world of commerce and technology itself.

Hartzog and Solove contend:

In a common law system — or any system where matters are decided case-by-
case and there is an attempt at maintaining consistency across decisions, any
reasonableness standard will evolve into something more akin to a rule with
specifics over time. Indeed, any broad standard will follow this evolutionary
trajectory. . . .

While some initial uncertainty might be the present at the outset, the clarity
provided by each additional legal action virtually guarantees ever increasing
determinism for those already charged with a reasonable adherence to
commonly shared industry standards.

The FTC is not exceeding its authority because this developmental pattern is
practically inevitable and quite predictable given the clarity offered by
incorporation of generally accepted industry practices and the wiggle room
provided by requiring reasonable but not strict adherence to those practices.*?

FTC V. TOYSMART.COM
Civ. Action No. 00-11341-RGS (FTC July 21, 2000),

COMPLAINT

. .. . 4. Defendants Toysmart.com, Inc. and Toysmart.com, LLC (collectively
“Toysmart” or “defendant) are Delaware corporations. . . .

6. Since at least January 1999, Toysmart has advertised, promoted, and sold
toys on the Internet, located at www.toysmart.com. Toysmart markets its products
and services throughout the United States and the world via the Internet.

7. In connection with its Web site, Toysmart collects personal customer
information including, but not limited to, consumers’ names, addresses, billing
information, shopping preferences, and family profile information (“Customer
Lists™).

8. In September 1999, Toysmart became a licensee of TRUSTe, an
organization that certifies the privacy policies of online businesses and allows such
businesses to display a TRUSTe trustmark or seal.

9. From September 1999 to the present, the privacy policy posted on the
Toysmart.com Web site has stated, infer alia, (1) “Personal information
voluntarily submitted by visitors to our site, such as name, address, billing
information and shopping preferences, is never shared with a third party. All
information obtained by toysmart.com is used only to personalize your experience
online;” and (2) “When you register with toysmart.com, you can rest assured that
your information will never be shared with a third party.” A true and correct copy
of the Toysmart privacy policy is attached hereto as Exhibit 1.

10. On May 22, 2000, Toysmart announced that, as of midnight on May 19,
2000, it had officially ceased operations. Toysmart also announced that it had
retained the services of a Boston-based management consultant, The Recovery

52 Solove & Hartzog, Scope and Potential of FTC, supra.
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Group, to locate parties interested in acquiring Toysmart.com’s business and
aSSC‘;Si. On May 22, 2000, Toysmart began soliciting bids for the p,urchase of its
assets. Bids have been sought for the purchase of all of the company’s assets or for
individual assets. Among the individual assets offered for .sale b}{ Toysmart.com
are its Customer Lists (on either an exclusive or non-exclgswe bagls). Otcher assets
available include inventory; warehouse fixtures and equlpment; intangible assets
including domain name, product databases, and Web site source code; and aOBZB
business plan. Bids were due to Toysmart by 6:00 p.m. EST on June 1_9, 2000.

12. On June 9, 2000, Toysmart’s creditors filed a petition for involuntary
bankruptcy. See In Re: Toysmart.com, LLC, No. 00-13995-CJK (Bankr. D. Mass).

13. On June 19, 2000, bidding for Toysmart’s assets concl.uded. _Toysmart
informed the Federal Trade Commission that its Custorrller Lists will not be

a third party absent bankruptcy court approval. . .. .

translf7e.ITFe Iilt‘[(l) at 1east%er1§¥ember 1999 to the present, Qefepdant Toysmart, directly
or through its employees and agents, in connection Wlth its collection of personal
consumer information, expressly and/or by implicatlon,‘ represented tha”c it would
“never” disclose, sell, or offer for sale customers’ or registered members’ personal
i i ird parties. .
mforlrg.a tIIr(l)rértlﬁlfh;dpin fact, Toysmart has disclosed, sold, or offgred for sale its
customer lists and profiles. Therefore, the representation set forth in Paragraph 17
was, and is, a deceptive practice. . . .

STIPULATION AND ORDER ESTABLISHING CONDITIONS
ON SALE OF CUSTOMER INFORMATION

This Stipulation is entered into this twentieth _day of Ju}y, 2(‘)‘00, by”and
between, Toysmart.com, LLC, debtor aqd _debtor-ln-,;’)ossesswn (“Debtor” or
“Toysmart”), and the Federal Trade Commission (‘fFTC ). .

For the purposes of this Agreement, the following deﬁn1t10n§ shall'app y: .

“Qualified Buyer” shall mean an entity that (1) concentrates its busmess in the
family commerce market, involving the areas of education, toys, lez.irmng, home
and/or instruction, including commerce, content_, product and services, and (2)
expressly agrees to be Toysmart’s succes§or-}n-1nterest as to the Customer
Information, and expressly agrees to the obligations set forth in Paragraphs 2, 3

low. . ..
and %hze];;:’)tor shall only assign or sell its Customer Information as part of the
sale of its Goodwill and only to a Qualified Buyer approved by the Ban_kruptcy
Court. In the process of approving any sale of the Customer Information, t_h;
Bankruptcy Court shall require that the Qualified Buyer agree to and comply wit
f this Stipulation. '

e t;lilrgs()?laliﬁed lguyer shall treat Customer Informqtion in accordfmce.wnh th‘e
terms of the Privacy Statement and shall be responsible for‘ any violation by it
following the date of purchase. Among other things, the Qualified Buyer shall use,
Customer Information only to fulfill customer orders and to personalize customers

experience on the Web site, and shall not disclose, sell or transfer Customer
Information to any Third Party.
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If the Qualified Buyer materially changes the Privacy Statement, prior notice
will be posted on the Web site. Any such material change in policy shall apply
only to information collected following the change in policy. The Customer
Information shall be governed by the Privacy Statement, unless the consumer
provides affirmative consent (“opt-in”) to the previously collected information
being governed by the new policy.

In the event that an order is not entered on or before July 31, 2001, approving
the sale of the Customer Information to a Qualified Buyer or approving a plan of
reorganization, the Debtor shall, on or before August 31, 2001, delete or destroy
all Customer Information in its possession, custody or control, and provide written
confirmation to the FTC, sworn to under penalty of perjury, that all such Customer
Information has been deleted or destroyed. Pending approval of any sale of the
Customer Information to a Qualified Buyer or of a plan of reorganization, the
Debtor shall handle Customer Information in accordance with the Privacy
Statement.

This Stipulation and Order, after approval by the Bankruptcy Court, shall be
attached to and incorporated in full into the terms of any plan of liquidation or
reorganization that is ultimately approved in this bankruptcy case.

STATEMENT OF COMMISSIONER MOZELLE W. THOMPSON

- . . I have voted to approve the settlement in this matter resolving the
Commission’s charges that Toysmart violated Section 5 of the Federal Trade
Commission Act because I believe the terms of the settlement are consistent with
Toysmart’s privacy policy. More specifically, the settlement permits Toysmart to
sell its information only to a “qualified buyer,” defined as an entity engaged in the
family commerce market who expressly agrees to be Toysmart’s successor-in-
interest as to that information. Accordingly, Toysmart may transfer its data only
to someone who specifically “stands” in the shoes of Toysmart.

Despite the consistency between the settlement and Toysmart’s privacy policy,
my decision to approve the settlement is not without reservation. Like my
colleagues Commissioner Anthony and Commissioner Swindle, I think that
consumers would benefit from notice and choice before a company transfers their
information to a corporate successor. Indeed, many of the consumers who
disclosed their families’ personal information to Toysmart might not have been
willing to turn over the same information to the particular corporate entity that
ultimately succeeds Toysmart. This is true even where Toysmart’s corporate
successor must pursue the same line of business as its predecessor.

I urge any successor to provide Toysmart customers with notice and an
opportunity to “opt out” as a matter of good will and good business practice. . . .

STATEMENT OF COMMISSIONER SHEILA F. ANTHONY

The settlements attempt to satisfy both the privacy interests of consumers and
the business needs of a failing firm by establishing the conditions on the sale of
Toysmart’s customer list. Specifically, the order proposed to be filed with the
bankruptcy court limits to whom Toysmart may sell its customer list. Toysmart
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may only sell the customer list in connection with its goodwill, not as a stand-alone
asset, and only to a qualified buyer. . . .

To accept the bankruptcy settlement would place business concerns ahead of
consumer privacy. Although the proposed settlement’s definition of a qualified
buyer attempts to ensure that only an entity “similar” to Toysmart is eligible to
purchase the list, I do not believe that this limitation is an adequate proxy for
consumer privacy interests. In my view, consumer privacy would be better
protected by requiring that consumers themselves be given notice and choice
before their detailed personal information is shared with or used by another
corporate entity — especially where, as here, consumers provided that information
pursuant to a promise not to transfer it.

DISSENTING STATEMENT OF COMMISSIONER ORSON SWINDLE

Defendant Toysmart.com, Inc. (“Toysmart”) represented that it would never
disclose, sell, or offer to sell the personal information of its customers to a third
party. When faced with severe financial difficulties, however, Toysmart solicited
bids for its customer lists, which include or reflect the personal information of its
customers. . . .

I agree that a sale to a third party under the terms of the Bankruptcy Order
would be a substantial improvement over the sale that likely would have occurred
without Commission action. Nevertheless, I do not think that the Commission
should allow the sale. If we really believe that consumers attach great value to the
privacy of their personal information and that consumers should be able to limit
access to such information through private agreements with businesses, we should
compel businesses to honor the promises they make to consumers to gain access
to this information. Toysmart promised its customers that their personal
information would never be sold to a third party, but the Bankruptcy Order in fact
would allow a sale to a third party. In my view, such a sale should not be permitted
because “never” really means never.

I dissent.

NOTES & QUESTIONS

1. Postscript. After the FTC approved the settlement in Toysmart by a 3-2 vote by
the commissioners, the settlement attracted the support of Toysmart’s creditors,
since it would allow the sale of the database to certain purchasers, and hence
could be used to pay back the creditors. However, in August 2000, Judge Carol
Kenner of the U.S. Bankruptcy Court rejected the settlement because there were
currently no offers on the table to buy the database, and it would hurt the
creditors to restrict the sale to certain types of purchasers without first having a
potential buyer. In February 2001, Judge Kenner agreed to let Toysmart sell its
customer database to Disney, the primary shareholder, for $50,000. Disney
agreed, as part of the deal, to destroy the list.

The Toysmart bankruptcy also led Amazon.com, the Internet’s largest
retailer, to change its privacy policy. Prior to the Toysmart case, Amazon’s
privacy policy provided:
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Amazon.com does not sell, trade, or rent your personal information to others.
We may choose to do so in the future with trustworthy third parties, but you can
tell us not to by sending a blank e-mail message to never@amazon.com.

In its new policy, Amazon.com stated:

Information about our customers is an important part of our business, and we
are not in the business of selling it to others. We share customer information
only with the subsidiaries Amazon.com, Inc., controls and as described below.

As we continue to develop our business, we might sell or buy stores or assets.
In such transactions, customer information generally is one of the transferred
business assets. Also, in the unlikely event that Amazon.com, Inc., or
substantially all of its assets are acquired, customer information will of course
be one of the transferred assets. . . .

Amazon.com’s new policy was criticized by some privacy organizations.
One of the criticisms was that the policy did not provide an opt-out right.
Suppose Amazon.com went bankrupt and decided to sell all of its customer
data. Can it sell data supplied by consumers under the old policy? Can the new
policy apply retroactively?

2. Bankruptcy: Property Rights vs. Contract Rights. Edward Janger proposes
that a property rights regime (as opposed to the contractual rights of a privacy
policy) will best protect the privacy of personal data when companies
possessing such data go bankrupt:

Property rules are viewed as reflecting undivided entitlements. They allocate,
as Carol Rose puts it, the “whole meatball” to the “owner.” Liability rules, by
contrast are viewed as dividing an entitlement between two parties. One party
holds the right, but the other party is given the option to take the right and
compensate the right holder for the deprivation (to breach and pay damages). .

Propertization has some crucial benefits, but it also has some serious costs.
Both the bankruptcy and non-bankruptcy treatment of privacy policies turn on
whether a privacy policy creates a right enforceable only through civil damages,
or aright with the status of property. If bankruptcy courts treat privacy policies
solely as contract obligations [the liability rule], the debtor will be free to breach
(or reject) the contract in bankruptcy. Any damage claim will be treated as a
prepetition claim, paid, if at all, at a significant discount. Consumer
expectations (contractual or otherwise) of privacy are likely to be defeated. By
contrast, if personal information is deemed property subject to an encumbrance,
then the property interest must be respected, or to use the bankruptcy term,
“adequately protected.”

In other words, Janger contends that giving individuals property rights in
their personal data will provide more protection than giving individuals
contract rights in the event a company goes bankrupt.®

% Bdward J. Janger, Muddy Property: Generating and Protecting Information Privacy Norms
in Bankruptcy, 44 Wm. & Mary L. Rev. 1801 (2002).
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3. Customer Databases as Collateral. Xuan-Thao Nguyen points out that
companies are using their customer databases as collateral for loans, since these
databases are one of their most significant assets:

Whether intentional or unintentional, many Internet companies ignore their
own privacy policy statements when the companies pledge their customer
database as collateral in secured financing schemes. This practice renders on-
line privacy statements misleading because the statements are silent on
collateralization of the company’s assets. . . .

The secured party can use the consumer database in its business or sell the
consumer database to others. The collateralization of the consumer database and
its end result may contradict the debtor’s consumer privacy statement declaring
that the debtor does not sell or lease the consumer information to others. Though
there is no direct sale of the consumer database to the secured party, the effect
of the collateralization of the consumer database is the same: the consumer
database is in the hands of third parties with unfettered control and rights.
Essentially, the collateralization of consumer databases violates the privacy
policies publicized on debtors’ Web sites.**

4. Retroactive Changes to Privacy Policies. In In the Matter of Gateway, Inc.,
2004 WL 261847 (FTC Sept. 10, 2004), Gateway Learning Corp. collected
personal information from its consumers pursuant to a privacy policy stating
that it would not sell, rent, or loan personal information to third parties unless
people consented. It also promised that if it changed its privacy policy, it would
give consumers the opportunity to “opt out” of having their data shared.

Subsequently, Gateway altered its privacy policy to allow the renting of
personal information to third parties without informing customers and
obtaining their explicit consent. The FTC filed a complaint alleging that this
practice was an unfair practice. The FTC also charged that Gateway’s failure
to inform consumers of its changes to its privacy policies, despite its promises
to do so, constituted a deceptive practice. Gateway settled with the FTC,
agreeing that it would “not misrepresent . . . [t]he manner in which [it] will
collect, use, or disclose personal information.” It also agreed to pay $4,608,
which was the amount it earned from renting the information.

Suppose a company puts the following line in its privacy policy: “Please be
aware that we may change this policy at any time.” Would this allow for the
retroactive application of a revised policy? Or is there an argument that even
with a statement such as this one, the revised policy could not be applied
retroactively?

5. Apps with Privacy Policies. Increasingly, users of various websites, software,
and mobile devices are using applications (called “apps™) developed by third
parties. These apps add special features and functions and are quite popular.
Many app developers are small companies or individuals without the normal
cadre of lawyers, privacy officers, and other experts. At the same time, many
apps gather a lot of personal information. In 2011, the Future of Privacy Forum
(FPF), a privacy think tank, examined the top paid apps for mobile devices
(such as the iPhone, Android, and Blackberry). FPF found that 22 out of 30 did

5 Xuan-Thao N. Nguyen, Collateralizing Privacy, 78 Tul. L. Rev. 553, 571, 590 (2004).
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not have a privacy policy. Without a privacy policy, would the FTC have
theories upon which it could enforce privacy protections against the app?
Could the FTC require apps to have privacy policies?

IN THE MATTER OF FACEBOOK, INC.
2012 WL 3518628 (FTC July 27, 2012)

COMPLAINT

The Federal Trade Commission, having reason to believe that Facebook, Inc.,
a corporation (“Respondent”) has violated the Federal Trade Commission Act
(“FTC Act”), and it appearing to the Commission that this proceeding is in the

3. Since at least 2004, Facebook has operated www.facebook.com, a social
networking website. Users of the site create online profiles, which contain content
about them such as their name, interest groups they join, the names of other users
who are their “friends” on the site, photos albums and videos they upload, and
messages and comments they post or receive from their friends. Users also may
add content to other users’ profiles by sharing photos, sending messages, or posting
comments. As of March 2012, Facebook had approximately 900 million users.

4. Since approximately May 2007, Facebook has operated the Facebook
Platform (“Platform”), a set of tools and programming interfaces that enables third
parties to develop, run, and operate software applications, such as games, that users
can interact with online (“Platform Applications™). . ..

6. Facebook has collected extensive “profile information” about its users,
including, but not limited to [name, gender, email address, birthday, profile picture,
photos, friends, and other personal data]. . . .

9. Facebook has designed its Platform such that Platform Applications can
access user profile information in two main instances. First, Platform Applications
that a user authorizes can access the user’s profile information. Second, if a user’s
“Friend” authorizes a Platform Application, that application can access certain of
the user’s profile information, even if the user has not authorized that Application.
For example, if a user authorizes a Platform Application that provides reminders
about Friends’ birthdays, that application could access, among other things, the
birthdays of the user’s Friends, even if these Friends never authorized the
application.

10. Since at least November 2009, Facebook has, in many instances, provided
its users with a “Central Privacy Page,” the same or similar to the one depicted
below. Among other things, this page has contained a “Profile” link, with
accompanying text that has stated “[c]ontrol who can see your profile and personal
information.”

11. When users have clicked on the “Profile” link, Facebook has directed them
to a “Profile Privacy Page,” the same or similar to the one depicted below, which
has stated that users could “[c]ontrol who can see your profile and related
information.” For each “Profile Privacy Setting,” depicted below, users could click
on a drop-down menu and restrict access to specified users, e.g., “Only Friends,”
or “Friends of Friends.”
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12. Although the precise language has changed over time, Facebook’s Central
Privacy Page and Profile Privacy Page have, in many instances, stated that the
Profile Privacy Settings allow users to “control who can see” their profile
information, by specifying who can access it, e.g., “Only Friends” or “Friends of
Friends.”

13. Similarly, although the precise interface has changed over time,
Facebook’s Profile Privacy Settings have continued to specify that users can
restrict access to their profile information to the audience the user selects, e.g.,
“Only Friends,” “Friends of Friends.” . . .

14. None of the pages described in Paragraphs 10-13 have disclosed that a
user’s choice to restrict profile information to “Only Friends” or “Friends of
Friends” would be ineffective as to certain third parties. Despite this fact, in many
instances, Facebook has made profile information that a user chose to restrict to
“Only Friends” or “Friends of Friends” accessible to any Platform Applications
that the user’s Friends have used (hereinafter “Friends’ Apps”). Information shared
with such Friends’ Apps has included, among other things, a user’s birthday,
hometown, activities, interests, status updates, marital status, education (e.g.,
schools attended), place of employment, photos, and videos. . . .

19. On approximately November 19, 2009, Facebook changed its privacy
policy to designate certain user information as “publicly available” (“PAI”). On
approximately December 8, 2009, Facebook began implementing the changes
referenced in its new policy (“the December Privacy Changes”) to make public in
new ways certain information that users previously had provided.

20. Before December 8, 2009, users could, and did, use their Friends’ App
Settings to restrict Platform Applications” access to their PAI For example, as of
November 2009, approximately 586,241 users had used these settings to “block”
Platform Applications that their Friends used from accessing any of their profile
information, including their Name, Profile Picture, Gender, Friend List, Pages, and
Networks. Following the December Privacy Changes, Facebook users no longer
could restrict access to their PAI through these Friends’ App Settings, and all prior
user choices to do so were overridden. . . .

22, Before December 8, 2009, users could, and did, use their Search Privacy
Settings (available through the “Search” link on the Privacy Settings Page. . .
Following the December Privacy Changes, Facebook users could no longer
restrict the visibility of their Profile Picture and Pages through these settings, and
all prior user choices to do so were overridden.

23. To implement the December Privacy Changes, Facebook required each
user to click through a multi-page notice, known as the Privacy Wizard. . . .

24. The Privacy Wizard did not disclose adequately thwgﬂ_muld
restrict access to their newly-designated PAI via their Profile Privacy Settings,
Friends’ App Settings, or Search Privacy Settings, or that their existing choices to
restrict access to such information via these settings would be overridden. . . .

26. Facebook’s designation of PAI caused harm to users, including, but not
limited to, threats to their health and safety, and unauthorized revelation of their
affiliations. Among other things:

a. certain users were subject to the risk of unwelcome contacts from persons
who may have been able to infer their locale, based on the locales of their Friends
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(e.g., their Friends’ Current City information) and of the organizations reflected in
their Pages;

b. each user’s Pages became visible to anyone who viewed the user’s profile,
thereby exposing potentially controversial political views or other sensitive
information to third parties — such as prospective employers, government
organizations, or business competitors — who sought to obtain personal
information about the user;

c. each user’s Friend List became visible to anyone who viewed the user’s
profile, thereby exposing potentially sensitive affiliations, that could, in turn,
reveal a user’s political views, sexual orientation, or business relationships, to third
parties — such as prospective employers, government organizations, or business
competitors — who sought to obtain personal information about the user; and

d. each user’s Profile Photo became visible to anyone who viewed the user’s
profile, thereby revealing potentially embarrassing or political images to third
parties whose access users previously had restricted.

27. As described in Paragraph 23, Facebook has represented, expressly, or by
implication, that its December Privacy Changes provided users with “more
control” over their information, including by allowing them to preserve their “Old
Settings,” to protect the privacy of their profile information.

28. As described in Paragraph 24-26, Facebook failed to disclose, or failed to
disclose adequately, that, following the December Privacy Changes, users could
no longer restrict access to their Name, Profile Picture, Gender, Friend List, Pages,
or Networks by using privacy settings previously available to them. Facebook also
failed to disclose, or failed to disclose adequately, that the December Privacy
Changes overrode existing user privacy settings that restricted access to a user’s
Narme, Profile Picture, Gender, Friend List, Pages, or Networks. These facts would
be material to consumers. Therefore, Facebook’s failure to adequately disclose
these facts, in light of the representation made, constitutes a deceptive act or
practice.

29. As described in Paragraphs 19-26, by designating certain user profile
information publicly available that previously had been subject to privacy settings,
Facebook materially changed its promises that users could keep such information
private. Facebook retroactively applied these changes to personal information that
it had previously collected from users, without their informed consent, in a manner
that has caused or has been likely to cause substantial injury to consumers, was not
outweighed by countervailing benefits to consumers or to competition, and was
not reasonably avoidable by consumers. This practice constitutes an unfair act or
practice. . . .

34. Facebook has displayed advertisements (“ads”) from third-parties
(“Platform Advertisers™) on its web site.

35. Facebook has allowed Platform Advertisers to target their ads (“Platform
Ads”) by requesting that Facebook display them to users whose profile information
reflects certain “targeted traits,” including, but not limited to [location, age, sex,
birthday, relationship status, likes, and interests, among other things]. . . .

36. Facebook has disseminated or caused to be disseminated numerous
statements that it does not share information about its users with advertisers,
including:
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a. Facebook may use information in your profile without identifying you as an
individual to third parties. We do this for purposes such as ... personalizing
advertisements and promotions so that we can provide you Facebook. We believe
this benefits you. You can know more about the world around you and, where
there are advertisements, they’re more likely to be interesting to you. For example,
if you put a favorite movie in your profile, we might serve you an advertisement
highlighting a screening of a similar one in your town. But we don’t tell the movie
company who you are. (Facebook Privacy Policy, November 26, 2008). . . .

d. Still others asked to be opted-out of having their information shared with
advertisers. This reflects a common misconception about advertising on
Facebook. We don’t share your information with advertisers unless you tell us to
([e.g.,] to get a sample, hear more, or enter a contest). Any assertion to the contrary
is false. Period ... we never provide the advertiser any names or other information
about the people who are shown, or even who click on, the ads. (Facebook Blog,
http://blog.facebook.com/blog.php, “Responding to Your Feedback,” Barry
Schnitt, April 5, 2010). . ..

37. Contrary to the statements set forth in Paragraph 36(a)-(d), in many
instances, Facebook has shared information about users with Platform Advertisers
by identifying to them the users who clicked on their ads and to whom those ads
were targeted. . . .

38. As a result of the conduct described in Paragraph 37, Platform Advertisers
potentially could take steps to get detailed information about individual users. . . .

50. As described above, Facebook has collected and stored vast quantities of
photos and videos that its users upload, including, but not limited to: at least one
such photo from approximately ninety-nine percent of its users, and more than 100
million photos and 415,000 videos from its users, collectively, every day.

51. Facebook has stored users’ photos and videos such that each one is
assigned a Content URL — a uniform resource locator that specifies its location
on Facebook’s servers. Facebook users and Platform Applications can obtain the
Content URL for any photo or video that they view on Facebook’s web site by, for
example, right-clicking on it. If a user or Application further disseminates this
URL, Facebook will “serve” the user’s photo or video to anyone who clicks on the
URL.

52. Facebook has disseminated or caused to be disseminated statements
communicating that a user can restrict access to his or her profile information —
including, but not limited to, photos and videos that a user uploads — by deleting
or deactivating his or her user account. Such statements include:

a. Deactivating or deleting your account. If you want to stop using your account
you may deactivate it or delete it. When you deactivate an account, no user will
be able to see it, but it will not be deleted. . . . When you delete an account, it is
permanently deleted from Facebook. . . .

Backup copies. Removed and deleted information may persist in backup
copies for up to 90 days, but will not be available to others; (Facebook Privacy

Policy, November 19, 2009). . . .

53. Contrary to the statements set forth in Paragraph 52, Facebook has
continued to display users’ photos and videos to anyone who accesses Facebook’s
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Content URLs for them, even after such users have deleted or deactivated their
accounts. . ..

NOTES & QUESTIONS

1. Postscript. Facebook settled with the FTC, agreeing to refrain from
misrepresenting the privacy of consumer personal data, obtain consent before
changing consumer privacy preferences, and establish a comprehensive privacy
program, among other things.

2. Statements Beyond the Privacy Policy. In Facebook, the FTC cites statements
made in blog posts by Facebook employees when listing various false or
misleading claims made by Facebook. When should statements by a company’s
employees count as official statements of the company? Suppose a company
allows employees to have blogs hosted by the company and each blog does not
contain any language that indicates that employees are speaking for themselves
only. Should statements the employees write on these blogs be considered
promises made by the company?

How specific do statements need to be? In an interview, Mark Zuckerberg
assured Facebook users that “[p]rivacy is very important to us.”®> Could vague
or broad statements like this one be used by the FTC against Facebook?

Consider Solove and Hartzog:

These cases have made it clear that the question of what constitutes a deceptive
trade practice is holistic. Not only does the FTC consider representations
beyond what exists in a privacy policy, but it considers consumer expectations
as well. This raises a number of interesting questions. The first is the extent to
which other representations can contradict explicit representations in the
privacy policy. While contract law tends to give great weight to the boilerplate
terms of a contract, the FTC does not appear to recognize any kind of significant
presumption to exculpatory representations buried in dense legalese that run
contrary to other representations or consumer expectations. . . .

Finally, given the universe of potential privacy-related statements the FTC
could have (and has) drawn from to find deception, has there been a shift from
explicit, insular representations to larger framing effects that create consumer
trust? In other words, it appears that what a company has promised is simply
one factor in a larger approach to determining whether a company has been
deceptive. The FTC looks at architecture, shared norms, and cultural
assumptions likely held by consumers to determine consumer expectations.
This framework developed by the FTC logically would also consider any
statement made by the company that would materially contribute to the creation
of trust on the part of the consumer.

3. Website Design Elements. Woodrow Hartzog argues that the privacy
expectations of many users of websites is formed not by the privacy policy but
by the various privacy settings and design elements of the site.®” Websites such

 John Paczkowski, Facebook CEO Mark Zuckerberg in the Privacy Hot Seat, All Things D
(June 2, 2010), http://allthingsd.com/20100602/mark-zuckerberg-session/.

% Solove & Hartzog, FTC and the New Common Law of Privacy, supra.
 Woodrow Hartzog, Website Design as Contract, 60 Am. U. L. Rev. 1635 (2011).
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as Facebook have multiple privacy settings on a page distinct from the prix{acy
policy or terms of use. More people might interact with the privacy settings
page than read the privacy policy page. _ _ _ .
Suppose certain forms of data sharing are disclosed in thq privacy policy but
not on the privacy settings page. These forms of data sharlqg exist no matter
what a person’s settings are. A user might argue that she did not expect this
data sharing because based on the privacy settings page, it appeared as though
all her data would only be shared per the settings she set. On'the settings page,
the company has the following statement, with a link to the privacy policy page:
“Please refer to our privacy policy for information about how we collect, use,
and share your data.” Is this sufficient? .
4. Is Touting a Service as “Free” a Deceptive Trade Praf:tice? Recall Chris
Hoofnagle and Jan Whittington’s argument that many online services that are
purportedly “free” actually have a cost because they gather personal data about
consumers and sell this data to advertisers.®® The FTC, however, has allowed
free offers that require a purchase. As Hoofnagle and Whittington describe the

FTC’s approach:

[T]he FTC will generally consider the use of free offe_rs to be unfair _and
deceptive unless two conditions are met. First, the conditions and obligations
accompanying the free offer must be set forth at the outset, “so as to lgave no
reasonable probability that the terms of the advertisement or oftjer' might be
misunderstood.” Second, sellers cannot offset the cost of providing a free
product by increasing the ordinary price, quality, or size of the product that must
be purchased in order to obtain the free offer.

According to Hoofnagle and Whittington, under the guidance of the 1971
FTC Guide and subsequent decisions, “sites such as Facebook.com [can]
continue to use the term ‘free’ even when offers are contingent on the
consumer’s performance of certain obligations, so long as Facebook clearly
discloses those obligations.” Hoofnagle and Whittington suggest that thp FTC
should change its approach and take measures to help consumers realize the
true nature of online services. For example, they suggest that the FTC could
mandate “notice at the time the transaction occurs that the consumer’s personal
information is the basis of the bargain and that such informat'ion may be us_ed
for tracking or other secondary purposes.” Another.solution mightbe to require
free services to offer a paid alternative where personal data would not be used.

6% Chris Jay Hoofnagle and Jan Whittington, Free: Accounting for the Costs of the Internet’s
Most Popular Price, 61 UCLA L. Rev. 606 (2014).
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IN THE MATTER OF SEARS HOLDINGS MANAGEMENT CORP.
2009 WL 2979770 (FTC Aug. 31, 2009)

COMPLAINT

The Federal Trade Commission, having reason to belicve that Sears Holdings
Management Corporation, a corporation, has violated the provisions of the Federal
Trade Commission Act, and it appearing to the Commission that this proceeding
is in the public interest, alleges:

1. Respondent Sears Holdings Management Corporation (“respondent” or
“SHMC”) is a Delaware corporation with its principal office or place of business
at 3333 Beverly Road, Hoffman Estates, Illinois 60179. SHMC, a subsidiary of
Sears Holdings Corporation (“SHC”) with shares owned by Sears, Roebuck and
Co. and Kmart Management Corporation, handles marketing operations for the
Sears Roebuck and Kmart retail stores, and operates the sears.com and kmart.com
retail Internet websites. . . .

3. From on or about April 2007 through on or about January 2008, SHMC
disseminated or caused to be disseminated via the Internet a software application
for consumers to download and install onto their computers (the “Application™).
The Application was created, developed, and managed for respondent by a third
party in connection with SHMC’s “My SHC Community” market research
program.

4. The Application, when installed, runs in the background at all times on
consumers’ computers and transmits tracked information, including nearly all of
the Internet behavior that occurs on those computers, to servers maintained on
behalf of respondent. Information collected and transmitted includes: web
browsing, filling shopping baskets, transacting business during secure sessions,
completing online application forms, checking online accounts, and, through select
header information, use of web-based email and instant messaging services.

5. SHMC, during the relevant time period, presented fifteen out of every
hundred visitors to the sears.com and kmart.com websites with a “My SHC
Community” pop-up box that said:

Ever wish you could talk directly to a retailer? Tell them about the products,
services and offers that would really be right for you?

If you’re interested in becoming part of something new, something different, we’d
like to invite you to become a member of My SHC Community. My SHC
Community, sponsored by Sears Holdings Corporation, is a dynamic and highly
interactive on-line community. It’s a place where your voice is heard and your
opinion matters, and what you want and need counts!

The pop-up box made no mention of the Application. Likewise, the general
“Privacy Policy” statement accessed via the hyperlink in the pop-up box did not
mention the Application.

6. The pop-up box message further invited consumers to enter their email
address to receive a follow-up email from SHMC with more information.
Subsequently, invitation messages were emailed to those consumers who supplied
their email address. These emails stated, in pertinent part:
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From shopping, current events, social networking, to entertainment and email, it
seems that the Internet is playing a bigger and bigger role in our daily lives these
days.

If you’re interested in becoming part of something new, something different,
we’d like to invite you to join a new and exciting online community; My SHC
Community, sponsored by Sears Holdings Corporation. Membership is absolutely
free!

My SHC Community is a dynamic and highly interactive online community.
It’s a place where your voice is heard and your opinion matters, and what you
want and need counts! As a member of My SHC Community, you’ll partner
directly with the retail industry. You’ll participate in exciting, engaging and on-
going interactions — always on your terms and always by your choice. My SHC
Community gives you the chance to help shape the future by sharing and receiving
information about the products, services and offers that would really be right for
you.

To become a member of My SHC Community, we simply ask you to complete
the registration process which includes providing us with your contact
information as well as answering a series of profile questions that will help us get
to know you better. You’ll also be asked to take a few minutes to download
software that is powered by (VoiceFive). This research software will
confidentially track your online browsing. This will help us better understand you
and your needs, enabling us to create more relevant future offerings for you, other
community members, and eventually all shoppers. You can uninstall the software
at any time through the Add/Remove program utility on your computer. During
the registration process, you’ll learn more about this application software and
youw’ll always have the opportunity to ask any and every question you may have.

Once you’re a member of My SHC Community, you’ll regularly interact with
My SHC Community members as well as employees of Sears Holdings
Corporation through special online engagements, surveys, chats and other fun and
informative online techniques. We’ll ask you to journal your shopping and
purchasing behavior. Again, this will be when you want and how you want to
record it — always on your terms and always by your choice. We’ll also collect
information on your internet usage. Community engagements are always fun and
always voluntary!

The email invitation message then described what consumers would receive in
exchange for becoming a member of the My SHC Community, including a $10
paymert for joining the “online community,” contingent upon the consumer
retaining the Application on his or her computer for at least one month. Consumers
who wished to proceed further would need to click a button, at the bottom, center
portion of the invitation email, that said “Join Today!”

7. Consumers who clicked on the “Join Today!” button in the email invitation
were directed to a landing page that restated many of the aforementioned
representations about the potential interactions between members and the
“community” and about the putative benefits of membership. The landing page did
not mention the Application.

8. Consumers who clicked on the “Join Today” button in the landing page
were directed to a registration page. To complete registration, consumers needed
to enter information, including their name, address, age, and email address. Below
the fields for entering information, the registration page presented a “Privacy
Statement and User License Agreement” (“PSULA™) in a “scroll box” that
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displayed ten lines of the multi-page document at a time. A description of the
Application’s specific functions begins on approximately the 75 line down in the
scroll box:

Computer hardware, software, and other configuration information: Our
application may collect certain basic hardware, software, computer configuration
and application usage information about the computer on which you install our
application, including such data as the speed of the computer processor, its
memory capacities and Internet connection speed. In addition, our application
may report on devices connected to your computer, such as the type of printer or
router you may be using.

Internet usage information: Once you install our application, it monitors all of
the Internet behavior that occurs on the computer on which you install the
application, including both your normal web browsing and the activity that you
undertake during secure sessions, such as filling a shopping basket, completing
an application form or checking your online accounts, which may include
personal financial or health information. We may use the information that we
monitor, such as name and address, for the purpose of better understanding your
household demographics; however, we make commercially viable efforts to
automatically filter confidential personally identifiable information such as
UserID, password, credit card numbers, and account numbers. Inadvertently, we
may collect such information about our panelists; and when this happens, we
make commercially viable efforts to purge our database of such information.

The software application also tracks the pace and style with which you enter
information online (for example, whether you click on links, type in webpage
names, or use shortcut keys), the usage of cookies, and statistics about your use
of online applications (for example, it may observe that during a given period of
use of a computer, the computer downloaded X number of bytes of data using a
particular Internet enabled gaming application).

Please note: Our application does not examine the text of your instant messages
or e-mail messages. We may, however, review select e-mail header information
from web-based e-mails as a way to verify your contact information and online
usage information.

The PSULA went on to describe how the information the Application would
collect was transmitted to respondent’s servers, how it might be used, and how it
was maintained. It also described how consumers could stop participating in the
online community and remove the Application from their computers. Respondent
stated in the PSULA that it reserved the right to continue to use information
collected prior to a consumer’s “resignation.”

9. Below the scroll box on the registration page was a link that consumers
could click to access a printable version of the PSULA, and a blank checkbox next
to the statement: “I am the authorized user of this computer and I have read, agree
to, and have obtained the agreement of all computer users to the terms and
conditions of the Privacy Statement and User License Agreement.” To continue
with the registration process, consumers needed to check the box and click the
“Next” button at the bottom of the registration page.

10. Consumers who completed the required information, checked the box, and
clicked the “Next” button on the registration page, were directed to an installation
page that explained the Application download and installation process. Consumers
were required to click a “Next” button to begin the download, and then click an
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“Install” or “Yes” button in a “security warning” dialog box to install the
Application. Nothing on the installation page provided information on the
Application.

11. When installed, the Application functioned and transmitted information
substantially as described in the PSULA. The Application, when installed, would
run in the background at all times on consumers’ computers. Although the
Application would be listed (as “mySHC Community”) in the “All Programs”
menu and “Add/Remove” utilities of those computers, and the Application’s
executable file name (“srhc.exe”) would be listed as a running process in Windows
Task Manager, the Application would display to users of those computers no
visible indication, such as a desktop or system tray icon, that it was running.

12. The Application transmitted, in real time, tracked information to servers
maintained on behalf of respondent. The tracked information included not only
information about websites consumers visited and links that they clicked, but also
the text of secure pages, such as online banking statements, video rental
transactions, library borrowing histories, online drug prescription records, and
select header fields that could show the sender, recipient, subject, and size of web-
based email messages.

13. Through the means described in paragraphs 3-12, respondent has
represented, expressly or by implication, that the Application would track
consumers’ “online browsing.” Respondent failed to disclose adequately that the
software application, when installed, would: monitor nearly all of the Internet
behavior that occurs on consumers’ computers, including information exchanged
between consumers and websites other than those owned, operated, or affiliated
with respondent, information provided in secure sessions when interacting with
third-party websites, shopping carts, and online accounts, and headers of web-
based email; track certain non-Internet-related activities taking place on those
computers; and transmit nearly all of the monitored information (excluding
selected categories of filtered information) to respondent’s remote computer
servers. These facts would be material to consumers in deciding to install the
software. Respondent’s failure to disclose these facts, in light of the representations
made, was, and is, a deceptive practice.

14. The acts and practices of respondent as alleged in this complaint constitute
unfair or deceptive acts or practices in or affecting commerce in violation of
Section 5(a) of the Federal Trade Commission Act. . . .

NOTES & QUESTIONS

1. Adequate Notice. Sears did disclose how the application worked, though it was
buried in a lengthy statement. How prominently must something be mentioned
for notice to be adequate? One factor in this case involved the highly invasive
functions of the application. Perhaps the prominence of notice should be
proportionate to the invasiveness to privacy. But who decides? If many people
do not read privacy notices at all, does it matter if a statement appears in line 5
or line 75?

2. From Broken Promises to Broken Expectations? Solove and Hartzog contend
that the FTC has begun to focus away from the explicit promises a company
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makes and towards ways in which consumer expectations are being thwarted:

Although the FTC began enforcing broken promises of privacy, its focus seems
to have shifted to broken expectations of consumer privacy. The shift might
seem subtle, but it is dramatic in effect. Instead of the core question being what
was promised, which largely focuses on a company’s language, the core
question has become what was expected, which incorporates the universe of
preexisting consumer backgrounds, norms, and dispositions, as well as
elements of design, functionality, and other nonlinguistic factors besides
privacy-related statements that shape a consumer’s expectations.

The FTC could simply look at what a company’s polices and
design/architecture are and compare that with the company’s actions. But it is
not doing that. Instead, it seems to be taking consumers as it finds them, full of
preexisting expectations, contextual norms, and cognitive limitations, and
prohibiting companies from exploiting these assumptions and rational
ignorance. . . .

If the FTC takes into account the growing evidence about how consumers
form their expectations, then it could increasingly demand that companies
engage in practices that will correct mistaken consumer assumptions, or at the
very least not exploit such assumptions. Existing forms of notice might not be
deemed sufficient because the empirical evidence shows that consumers are not
really being notified. ®

3. Constructive Sharing of Personally Identifiable Information. In the Matter of
MySpace, LLC (FTC 2012) involved the “constructive sharing” of non-
personally identifiable information (PII) — sharing non-PII with third parties
that can be used by third parties to access PII. The FTC alleged that MySpace
shared non-PII in this manner without indicating to users that the non-PII could
be used by third parties to obtain PII. Hence, MySpace’s statement that it does
not share PII with third parties was misleading.

4. Violating the Privacy Policies of Others. Most FTC enforcement actions against
companies are for violating their own privacy policies. What if a company
violates the privacy policy of another company? In In re Vision I Properties
(FTC 2005), Vision I Properties licensed shopping cart software and provided
related services to small online retail merchants. The company’s software
created customizable shopping cart pages for client merchants’ websites. The
resulting pages resided on websites managed by Vision I Properties, but
resembled the other pages on its client merchants’ websites. Vision I Properties
violated the privacy promises of some of these client merchants as stated in
their websites; it rented consumers’ personal information collected through its
shopping cart software. This personal information was then used by third
parties to send direct mail and make telemarketing calls to consumers. For the
FTC, it was reasonable for consumers to rely on merchants’ privacy policies.
Moreover, Vision I Properties did not adequately inform merchants of its
information sharing. Vision I settled, agreeing to cease selling the data, to
provide better notice and to disgorge $9,101 of profits.

% Solove & Hartzog, FTC and the New Common Law of Privacy, supra.
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5. Duties When Contracting with Data Service Providers. In the Matter of GMR
Transcription Services, Inc. (FTC 2014) concerned the inadvertent disclosure
of medical data by a data service provider hired by GMR, a company that
provides medical transcription services. The FTC faulted GMR for its data
service provider management practices. According to the FTC complaint, GMR
failed to “adequately verify that their service provider, Fedtrans, implemented
reasonable and appropriate security measures to protect personal information
in audio and transcript files on Fedtrans’ network and computers used by
Fedtrans’ typists.”

Moreover, the FTC faulted GMR for failures in contracting with its data
service provider. The FTC complaint alleged that GMR failed to “require
Fedtrans by contract to adopt and implement appropriate security measures to
protect personal information in medical audio and transcript files, such as by
requiring that files be securely stored and securely transmitted to typists (e.g.,
through encryption) and authenticating typists (e.g., through unigue user
credentials) before granting them access to such files; take adequate measures
to monitor and assess whether Fedtrans employed measures to appropriately
protect personal information under the circumstances.”

The FTC additionally found GMR to be deficient in doing due diligence
before hiring its data service provider: “Respondents did not request or review
relevant information about Fedtrans’ security practices, such as, for example,
Fedtrans’ written information security program oOr audits or assessments
Fedtrans may have had of its computer networ 7

Looking broadly at the complaint, there are three things that the FTC
requires companies to do when contracting with data service providers: (D)
exercise due diligence before hiring these third parties; (2) have appropriate
protections of data in their contracts with data service providers; and (3) take
steps to verify that the data service providers are adequately protecting data.

6. State Deceptive Trade Practices Acts. In addition to the FTC Act, which is
enforced exclusively by the FTC, every state has some form of deceptive trade
practices act of its own. Many of these statutes not only enable a state attorney
general to bring actions but also provide a private cause of action to consumers.
Several of these laws have provisions for statutory minimum damages, punitive
damages, and attorneys’ fees. See, e.g., Cal. Civ. Code § 1780(a)(4) (punitive
damages); Conn. Gen. Stat. § 42-110g(a) (punitive damages); N.Y. Gen. Bus.
Law § 349(h) (minimum damages). In interpreting these state laws, many state
courts have been heavily influenced by FTC Act jurisprudence. However, as
Jeff Sovern notes, many states “have been more generous to consumers than
has the FTC,” and “even if the FTC concludes that practices pass muster under
the FTC Act, it is still at least theoretically possible for a state to find the
practices deceptive under their own legislation.” Thus, Sovern concludes,
“information practices that are currently in widespread use may indeed violate
state little FTC Acts. Marketers should think carefully about whether they wish
to alter their practices.”70

70 Jeff Sovern, Protecting Privacy with Deceptive T vade Practices Legislation, 69 Fordham L.
Rev. 1305, 1352-53, 1357 (2001).
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IN THE MATTER OF NOMI TECHNOLOGIES, INC.
2015 WL 5304114 (FTC Aug. 28, 2015)

COMPLAINT

3 Nomi uses mobile device tracking technology to provide analytics services
to brick and mortar retailers through its “Listen” service. . ..

4. Nomi places sensors in its clients’ retail locations that detect the media
access control (“MAC”) address broadcast by a mobile device when it searches for
WiFi networks. A MAC address is a 12-digit identifier that is unique to a particular
device. Alternatively, in some instances Nomi collects MAC addresses through its
clients’ existing WiFi access points. . . .

7 Nomi uses the information it collects to provide analytics reports to its
clients about aggregate customer traffic patterns. . . .

10. Nomi does not require its clients to post disclosures or otherwise notify
consumers that they use the Listen service. Through October 22, 2013, most, if not
all, of Nomi’s clients did not post any disclosure, or otherwise notify consumers,
regarding their use of the Listen service.

11. Nomi provided, and continues to provide, an opt out on its website for
consumers who do not want Nomi to store observations of their mobile device.
Once a consumer has entered the MAC address of their device into Nomi’s website
opt out, Nomi adds it to a blacklist of MAC addresses for which information will
not be stored. Nomi did not make an opt out available through any other means,
including at any of its clients’ retail locations.

12. From at least November 2012, until October 22, 2013, Nomi disseminated
or caused to be disseminated privacy policies on its website, nomi.com or
getnomi.com, which included the following statement:

Nomi pledges to .... Always allow consumers to opt out of Nomi’s service on its
website as well as at any retailer using Nomi’s technology. (See Exhibits A-C).

13. In order to opt out of the Listen service on Nomi’s website, consumers
were required to provide Nomi with all of their mobile devices’ MAC addresses,
without knowing whether they would ever shop at a retail location using the Listen
service. Consumers who did not opt out on Nomi’s website and instead wanted to
make the opt out decision at retail locations were unable to do so, despite the
explicit promise in Nomi’s privacy policies. Consumers were not provided any
means to opt out at retail locations and were unaware that the service was even
being used.

VIOLATIONS OF THE FTC ACT

14. As described in Paragraph 12, Nomi represented, directly or indirectly,
expressly or by implication, that consumers could opt out of Nomi’s Listen service
at retail locations using this service.

15. In fact, Nomi did not provide an opt-out mechanism at its clients’ retail
locations. Therefore, the representation set forth in Paragraph 14 is false or
misleading.
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16. As described in Paragraph 12, Nomi represented, directly or indirectly,
expressly or by implication, that consumers would be given notice when a retail
location was utilizing Nomi’s Listen service.

17. In fact, neither Nomi nor its clients disclosed to consumers that Nomi’s
Listen service was being used at a retail location. Therefore, the representation set
forth in Paragraph 16 is false or misleading.

18. The acts and practices of respondent as alleged in this complaint constitute
unfair or deceptive acts or practices in or affecting commerce in violation of
Section 5(a) of the Federal Trade Commission Act. . . .

DISSENTING STATEMENT OF COMMISSIONER MAUREEN K. OHLHAUSEN

On April 23, 2015, a divided Commission issued a complaint and accepted a
proposed consent order with regard to the practices of Nomi Technologies, Inc., a
startup company offering its retail merchant clients the ability to analyze aggregate
data about consumer traffic in the merchants’ stores. . . .

The record now before the Commission confirms that the FTC should not have
adopted this complaint and order because it undermines the Commission’s own
goals of increased consumer choice and transparency of privacy practices and
because the order imposes a penalty far out of proportion to the non-existent
consumer harm.

The FTC has long called on companies to implement best practices “giving
consumers greater control over the collection and use of their personal data through
simplified choices and increased transparency.” Consistent with such best
practices, Nomi went beyond its legal duty by offering increased transparency and
consumer choice through an easy and effective global opt-out. Granted, part of
Nomi’s privacy policy was inaccurate because the company promised, but failed
to implement, an additional privacy choice for consumers. However, by applying
a de facto strict liability deception standard absent any evidence of consumer harm,
the proposed complaint and order inappropriately punishes a company that acted
consistently with the FTC’s privacy goals by offering more transparency and
choice than legally required.

The record demonstrates that this enforcement action may, ironically,
undermine the FTC’s own established privacy goals. Commenters generally agree
that the order will diminish companies’ incentives to be transparent about their
privacy practices. . . .

I share one commenter’s particular concern that “the takeaway for most
companies will be: if you do not want the FTC to come after you, do the bare-
minimum on privacy.” . . . Another pointed out that “[t]he ironic upshot of the
majority decision is that Nomi could have avoided the FTC enforcement action
altogether by not posting a privacy policy, not describing its practices to
consumers, and not offering an opt-out mechanism at all.”* Indeed, upon learning
of the Commission’s investigation, Nomi simply eliminated a potential privacy
choice from its privacy policy. . ..

I conclude that the comments on the record and the marketplace reaction to the
complaint and order provide additional persuasive evidence that the costs of this
enforcement action outweigh the benefits. The Commission therefore ought to

vacate the proposed complaint and consent order. Because the majority declines to
do so, I dissent.

DISSENTING STATEMENT OF COMMISSIONER JOSHUA WRIGHT

Nomi does not track individual consumers—that is, Nomi’s technology
records whether individuals are unique or repeat visitors, but it does not identify
them. Nomi provides analytics services based upon data collected from mobile
device tracking technology to brick-and-mortar retailers through its “Listen”
service. ...

The Commission’s complain focuses upon a single statement in Nomi’s
privacy policy. Specifically, Nomi’s privacy policy states that “Nomi pledges to
... Always allow consumers to opt out of Nomi’s service on its websites as well as
at any retailer using Nomi’s technology.” ...

The fundamental failure of the Commission’s complaint is that the evidence
simply does not support the allegation that Nomi’s representation about an
opportunity to opt out of the Listen service at the retail level — in light of the
immediate and easily accessible opt out available on the webpage itself — was
material to consumers. This failure alone is fatal. ... Deception causes consumer
harm because it influences consumer behavior — that is, the deceptive statement is
one that is not merely misleading in the abstract but one that causes consumers to
make choices to their detriment that they would not have otherwise made.

STATEMENT OF COMMISSIONER JULIE BRILL

I vote to finalize the Nomi case, for the reasons articulated in the Majority
Statement.

In her dissent, Commissioner Ohlhausen expresses concern that our order will
deter companies from offering privacy choices in the marketplace. I agree that, in
approving our orders, we should always consider whether they provide the
appropriate marketplace incentives. I believe this order provides companies with
an incentive to periodically review the statements they make to consumers, and
make sure their practices line up with those statements. In this case, we took issue
with the fact that Nomi offered a deceptive choice to consumers for nearly a year.
Our order today makes sure that this doesn’t happen again. In addition, the concern
that our order will deter companies from offering choices is belied by the fact that,
like many of its competitors in retail mobile location tracking, Nomi continues to
offer an online choice to consumers to opt-out of retail mobile tracking. However,
as a result of our order, the company no longer offers a deceptive choice.

NOTES & QUESTIONS

1. Penalized for Providing Privacy Beyond Legal Requirements? Commissioner
Ohlhausen argues that the FTC action against Nomi penalizes it for offering opt
out rights to individuals when it is not forced to do so. She notes that Nomi
could simply have not made such a promise to individuals. Commissioner Brill
implies that Nomi’s decision to offer choices to consumers might be a
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competi.tive business decision. Whom do you think has the better argument? If
companies are not held accountable for their promises to provide privacy
choices or protections beyond the minimum required, then would people trust
such promises? Should it matter whether or not privacy promises are being
made by a company to obtain a competitive advantage?

F. STATUTORY REGULATION

Numerous statutes are directly and potentially applicable to the collection, use

gnd transfer of personal information by commercial entities. Congress’s appr’oacli
is best descri_bed as “sectoral,” as each statute is narrowly tailored to particular
types of businesses and services. The opposite of sectoral in this context is
ommbus, and the United States lacks such a comprehensive statute regulating the
private sector’s collection and use of personal information. Such omnibus statutes
are.standard in much of the rest of the world. All member nations of the European
Union have enacted omnibus information privacy laws.
. In.the United States, sectoral laws also do not regulate all commercial entities
in their collection and use of personal information. Thus far, federal statutes
regulate three basic areas: (a) entertainment records (video and ’cable television);
(b) Internet use and electronic communications; and (c) marketing (telemarketiné
and sparr_l). As you examine the existing statutes, think about the kinds of
commerglz_ll entities that the law does not currently regulate. Consider whether
these entities should be regulated. Also consider whether one omnibus privacy law
can adequately apply to all commercial entities. Would the differences between
types of commercial entities make a one-size-fits-all privacy law impractical?

The sectoral statutes embody the Fair Information Practices originally
developed by HEW and incorporated into the Privacy Act. However, not all
statutes embody all of the Fair Information Practices. As you study eac}; statute,

examine which of the Fair Information Practices are requi
; equired by eac
which are not. ! Y h statute and

1. ENTERTAINMENT RECORDS

(a) The Video Privacy Protection Act

Incensed when a reporter obtained a list of videos that S i
. . . upreme Court Justice
Nominee Ro‘pert Bo.rk and his family had rented from a video store, Congress
passed the Yldeo Privacy Protection Act (VPPA) of 1988, Pub. L. No. 100-618
The VPPA is also known as the “Bork Bill.” ‘ .

Scopg. The VPPA is written in technology-neutral terms. It defines a “video
tape service provider” as “any person engaged in the business, in or affecting
interstate or foreign commerce, of rental, sale, or delivery.of-prerecorded video
cassette tapes or similar audio visual materials. . . .” § 2710(a)(4). This statutory
language allows the VPPA to extend to DVDs (as opposed to video cassette ta es)
and also covers online delivery of movies and other content. ’
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Opt in for Disclosure. The VPPA prohibits videotape service providers from
knowingly disclosing personal information, such as titles of videocassettes rented
or purchased, without the individual’s written consent.

Online providers of video content lobbied Congress, contending that VPPA’s
opt-in requirement prevented them from integrating into Facebook. They
complained that VPPA required consent before each instance where video
preferences were shared on social networks. They wanted a single consent to the
practice of displaying video “likes” rather than a requirement of consent for each
video.

In 2012, Congress passed the Video Privacy Protection Act Amendments Act,
which was signed into law in early 2013. These amendments make it easier to
obtain consent. Now, consumers can consent via electronic means. Additionally,
consent can be obtained in advance for a period of two years. People can later
withdraw consent if they choose. A videotape service provider must provide an
opportunity “in a clear and conspicuous manner, for the consumer to withdraw on
a case-by-case basis or to withdraw from ongoing disclosures, at the consumer’s

election.”

Exceptions Allowing Disclosure Without Consent. The VPPA contains
several exceptions, permitting videotape providers to disclose “to any person if the
disclosure is incident to the ordinary course of business of the video tape service
provider.” § 2710(b)(2)(E).

The statute provides that “the subject matter of such materials may be
disclosed if the disclosure is for the exclusive use of marketing goods and services
directly to the consumer.” § 2710(b)(2)(D)(ii). Videotape service providers can
disclose the names and addresses of consumers if the consumer has been given the
right to opt out, and the disclosure does not identify information about the videos
the consumer rents. § 2710(b)(2)(D).

The statute also permits disclosure to the consumer, § 2710(b)(2)(A);
disclosure with the informed written consent of the consumer, § 2710(b)(2)(B);
disclosure to a law enforcement agency pursuant to a warrant or subpoena,
§ 2710(b)(2)(C); and disclosure for civil discovery if there is notice and an
opportunity to object, § 2710(b)(2).

Destruction of Records. The VPPA requires that records of personal
information be destroyed as soon as practicable. § 2710(e).

Preemption. The VPPA does not block states from enacting statutes that are
more protective of privacy. § 2710(f).

Enforcement. The VPPA creates a private cause of action when a videotape
service provider “knowingly discloses . . . personally identifiable information
concerning any consumer of such provider.” 18 U.S.C. § 2710(b)(1). The VPPA
permits recovery of actual damages and provides for liquidated damages in the
amount of $2,500. The Act also authorizes recovery for punitive damages,
attorneys’ fees, and enables equitable and injunctive relief. § 2710(c). The VPPA
also includes a statutory exclusionary rule that prevents the admission into
evidence of any information obtained in violation of the statute. § 2710(d).
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VPPA damages are only available for unauthorized disclosures, not failure to
meet other requirements of the act such as the destruction of records. In Sterk v.
Redbox Automated Retail LLC, 672 F.3d 535 (2012), the court rejected a plaintiff’s
lawsuit for failure to destroy plaintiff’s records in a timely manner, concluding that
“[ulnlawful disclosure is the only misconduct listed in the statute for which an
award of damages is an appropriate remedy.”

NOTES & QUESTIONS

1. Netflix and Frictionless Sharing. William McGeveran criticizes the Video
Privacy Protection Act Amendments Act, which permits Netflix and other
online video service providers to obtain a broad ongoing consent from
consumers to display the videos they like on Facebook and other social media
sites. According to McGeveran, the former VPPA requirement that users must
provide consent for each and every disclosure of videos they watch created a
type of “friction” on sharing information. The change to VPPA makes sharing
videos more “frictionless.””’ McGeveran warns that frictionless sharing
interfaces can be “badly designed” leading to misdisclosures and a lack of clear
notice to consumers. People can readily forget that their actions are being
broadcast and might end up disclosing things they did not want to disclose.
McGeveran suggests that friction can be a good thing and should not be
removed entirely from sharing. He suggests one way that friction could be
added:

Netflix could simply put a “PLAY AND SHARE” button next to the “PLAY”
button that viewers already must click to stream any video. An interface would
not satisfy this law of friction if it required more effort for customers to start
viewing a movie than to inform all their Facebook friends what they are
watching.

To what extent should the law mandate that friction be included in the design
of online sharing technologies?

2. Private Right of Action vs. Agency Enforcement. The VPPA is enforced by a
private right of action. Other privacy laws are enforced by agencies, such as
HIPAA which is enforced by HHS and COPPA which is enforced by the FTC.
Should VPPA have been written to not include a private right of action and be
enforced by the FTC instead? Is a private right of action a better or worse
method of enforcement than agency enforcement? If the answer depends upon
specific contexts and types of data, what factors should be considered in
evaluating the desirability of having a private right of action?

3. The Narrow Focus of VPPA. The VPPA was passed in reaction to an attempt
to obtain data on what videos Judge Bork watched. The law has been criticized
for being too specifically focused on videos and ignoring other forms of media,
such as books, magazines, and music. Should VPPA be expanded to cover such
things? What about the Internet sites one visits? Or other merchandise one buys,

7! William McGeveran, The Law of Friction, 2013 U. Chi. Legal F. 15, 18.
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including food, furniture, cars, etc.? Is there a reasonable limiting principle that
would limit such an expanded law’s scope?

DANIEL V. CANTELL
375 F.3d 377 (6th Cir. 2004)

CUDAHY, J. The plaintiff, Alden Joe Daniel, Jr. (Daniel) was charged with and
eventually pleaded guilty to the sexual molestation of three underage girls.
Allegedly, part of his modus operandi was showing pornographic movies to the
underage girls. . . . Therefore, as part of the criminal investigation into his conduct,
law enforcement officials sought and were able to obtain his video rental
records. . . .

Daniel brings this suit against (1) various police officers, attorneys, and the
parents of one of Daniel’s victims, as well as (2) the employees and owners of two
video stores where Daniel rented pornographic videos. There is no dispute that the
defendants making up this second category are proper parties under the Act. The
only question which we must answer is whether the defendants not associated with
the video stores are proper parties under the Act. We believe that based on the plain
language of the Act, this first group of defendants are nor proper parties. . . .

Section (b) provides that “[a] video fape service provider who knowingly
discloses, to any person, personally identifiable information concerning any
consumer of such provider shall be liable to the aggrieved person for the relief
provided in subsection (d).” 18 U.S.C. § 2710(b)(1) (emphasis added). Therefore,
under the plain language of the statute, only a “video tape service provider”
(VISP) can be liable. The term VTSP is defined by the statute to mean “any
person, engaged in the business, in or affecting interstate or foreign commerce, of
rental, sale, or delivery of prerecorded video cassette tapes or similar audio video
materials, or any person or other entity to whom a disclosure is made under
subparagraph (D) or (E) of subsection (b)(2), but only with respect to the
information contained in the disclosure.” Id, at § 2710(2)(4). Daniel does not allege
that the defendants in question are engaged in the business of rental, sale or
delivery of prerecorded video cassette tapes. Therefore, the defendants may only
be VTSPs if personal information was disclosed to them under subparagraph (D)
or (E) of subsection (b)(2).

Subparagraph (D) applies “if the disclosure is solely the names and addresses
of consumers.” Id. at § 2710(b)(2)(D). Moreover, disclosure under subparagraph
(D) must be “for the exclusive use of marketing goods and services directly to the
consumer.” /d. at § 2710(b)(2)(D)(ii). For instance, if a video store provided the
names and addresses of its patrons to a movie magazine publisher, the publisher
would be considered a VTSP, but only with respect to the information contained
in the disclosure. No disclosure in this case was made under subparagraph (D). The
information provided was not limited to Daniel’s name and address. Instead, the
disclosure was of Daniel’s history of renting pornographic videotapes and included
the specific titles of those videos. Additionally, the disclosure was not for
marketing purposes but for purposes of a criminal investigation. Therefore,
subparagraph (D) is inapplicable in this case.
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Daniel properly does not argue that the disclosure falls within
subparagraph (E). . . . Subparagraph (E) applies only to disclosures made “incident
to the ordinary course of business” of the VTSP. Id. at § 2710(b)(2)(E). The term
“ordinary course of business” is “narrowly defined” in the statute to mean “only
debt collection activities, order fulfillment, request processing, and the transfer of
ownership.” Id. at § 2710(a)(2) . . . In sum, because Daniel has presented no
evidence suggesting that a disclosure was made under subparagraph (D) or (E) in
this case, the non-video store defendants are not VTSPs under the Act and
therefore, are not proper parties to this litigation.

Daniel argues, however, that any person, not just a VISP, can be liable under
the Act based on Dirkes v. Borough of Rummemede, 936 F. Supp. 235
(D.N.J. 1996). Dirkes did reach this conclusion but only by misreading the Act.
The court in Dirkes was focused on language in the Act stating that “[a]ny person
aggrieved by any act of a person in violation of this section may bring a civil action
in the United States district court.” 18 U.S.C. § 2710(c)1) (emphasis added).
Because the statute states that a suit can be based upon an act of “a person” rather
than an act of “a VTSP,” Dirkes found that any person can be liable under the Act.
Dirkes, however, ignored the rest of the sentence. A lawsuit under the Act must be
based on an “act of a person in violation of this section. . ..” 18 U.S.C. § 2710(c)(1)
(emphasis added). The statute makes it clear that only a VTSP can be in violation
of section 2710(b). See § 2710(b)(1) (“A video tape service provider who
knowingly discloses . . . personally identifiable information . . . shall be liable. . .
). Moreover, if any person could be liable under the Act, there would be no need
for the Act to define a VTSP in the first place. More tellingly, if any person could
be liable under the Act, there is no reason that the definition of a VTSP would be
limited to “any person . . . to whom a disclosure is made under subparagraph (D)
or (E) of subsection (b)(2).” Dirkes would have us ignore this limitation and find
that any person can be liable under the Act whether or not a disclosure was made
to him under subparagraph (D) or (E). We avoid interpretations of a statute which
would render portions of it superfluous.

The court in Dirkes found otherwise because the “clear intent of the Act,” as
demonstrated by its legislative history, “is to prevent the disclosure of private
information.” Where the plain language of a statute is clear, however, we do not
consult the legislative history. . . . In any case, our interpretation of the statute —
that only a VTSP can be liable under § 2710(b) — does not conflict with Congress’
purpose in adopting the Act. One can “prevent the disclosure of private
information” simply by cutting off disclosure at its source, i.e., the VTSP. Just
because Congress’ goal was to prevent the disclosure of private information, does
not mean that Congress intended the implementation of every conceivable method
of preventing disclosures. Printing all personal information in hieroglyphics
instead of English would also help prevent the disclosure of such information.
However, nothing in the legislative history suggests that Congress was
encouraging hieroglyphics and, similarly, nothing suggests that Congress intended
that anyone other than VTSPs would be liable under the Act. In sum, the Act is

clear that only a VTSP can be liable under § 2710(b). Because the non-video store
defendants do not fit within the definition of a VTSP, they are not proper parties.

h 3
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NOTES & QUESTIONS

1. To Whom Does VPPA Apply? The key question in Dirkes and Daniel is whether
the VPPA only regulates videotape service providers. The Daniel court
answered this question affirmatively; the Dirkes court would apply the VPPA
to additional parties, including law enforcement officers. Which interpretation
of the statutory language do you find most convincing? Would policy reasons
support a broader or narrower application of the statute?

2. Facebook, Beacon, Blockbuster, and a VPPA Violation? In April 2008,
Cathryn Elain Harris filed a lawsuit against Blockbuster Video (a video tape
service provider) and Facebook claiming violations of the VPPA. The
complaint objected to Blockbuster reporting its customers’ activities to
Facebook through the Beacon program.

Facebook introduced Beacon in November 2007; under it, partner
companies shared information with Facebook about Facebook user activity that
took place on their websites. Initially, this information became part of one’s
Facebook profile unless the user opted out. After consumer protest, Facebook
changed its policy to require that a Facebook user would have to opt in to
Beacon before information was disclosed on her Facebook page. It is not clear,
however, whether opting out of Beacon stops partner companies from sharing
information with Facebook.

The Harris complaint alleges that Blockbuster’s website is still reporting a
user’s activities back to Facebook, whether or not the consumer opts out of
having the information associated with her Facebook profile. Does the
Blockbuster-Beacon-Facebook behavior, if as alleged, violate the VPPA? If so
what measure of damages should be used? ’

IN RE HULU PRIVACY LITIGATION
2012 WL 3282960 (N.D. Cal. 2012)

BEELER, MAGISTRATE J. . . . In this putative class action, viewers of Hulu’s
on-line video content allege that Hulu wrongfully disclosed their video viewing
selections and personal identification information to third parties such as online ad
networks, metrics companies (meaning, companies that track data), and social
networks, in violation of the Video Privacy Protection Act, 18 U.S.C. § 2710. . ..

Defendant Hulu moves to dismiss the claim under Federal Rule of Civil
Procedure 12(b)(1). ...

Hulu operates a website called Hulu.com that provides video content, both
previously released and posted and originally developed. . . .

Plaintiffs and Class Members used their Internet-connected computers and
browsers to visit hulu.com and view video content. They were renters, purchasers,
and/or subscribers of goods and/or services from Hulu and so were consumers as
defined in the Video Privacy Protection Act. . . .

Plaintiffs value their privacy while web-browsing; they do not want to be
tracked online; their web browsing (including their viewing choices) involves
personal information that is private. . . .

881
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Hulu allowed a metrics company called KISSmetrics to place code containing
tracking identifiers on Plaintiffs’ computers in the browser cache, Adobe Flash
local storage, or DOM local storage. This code allegedly “respawned” or
“resurrected” previously-deleted cookies. This code was “inescapable” and
allowed Plaintiffs’ data to be “retained ... so that they could be tracked over long
periods of time and across multiple websites, regardless of whether they were
registered and logged in.” As a result, when Class Members viewed video content
on Hulu.com, Hulu transmitted their video viewing choices and personally
identifiable information to third parties without obtaining their written consent
before the disclosure. The third parties included online ad networks, metrics
companies, and social networks such as Scorecard Research (“Scorecard”) (an
online market research company), Facebook (the online social network),
DoubleClick (an online ad network), Google Analytics (an online web analytics
company), and QuantCast (an online ad network and web analytics company).

The information transmitted to Scorecard and Facebook included information
that identified Plaintiffs and Class Members personally. As to Facebook, Hulu
included their Facebook IDs, connecting the video content information to
Facebook’s personally identifiable user registration information. As to Scorecard,
Hulu provided Plaintiffs’ “Hulu profile identifiers” linked to their “individual Hulu
profile pages that included name, location, preference information designated by
the user as private, and Hulu username (which, in the case of many individuals, is
the same screen name used in other online environments.)” . . . .

Plaintiffs allege that Hulu “knowingly and without . . . [their] consent disclosed
to third parties . . . [their] video viewing selections and personally identifiable
information, knowing that such disclosure included the disclosure of [their]
personally identifying information . . . and their requests for and/or obtaining of
specific video materials and/or services from Hulu,” in violation of the Video
Privacy Protection Act (“VPPA”), 18 U.S.C. § 2710(b)(1).

The Act prohibits a “video tape service provider” from (1) knowingly
disclosing to any person (2) personally identifiable information concerning any
consumer of such provider (3) except for certain disclosures—such as to the
consumer or law enforcement—allowed under section 2710(b)(2). 18 U.S.C.
§ 2710. “‘Personally identifiable information’ includes information which
identifies a person as having requested or obtained specific video materials or
services.” Such disclosures are not prohibited if they are “incident to the ordinary
course of business” of the video tape service provider. The VPPA defines
“ordinary course of business” as “debt collection activities, order fulfillment,
request processing, and the transfer of ownership.”

The VPPA defines “video tape service provider” as “any person, engaged in
the business, in or affecting interstate or foreign commerce, of rental, sale, or
delivery of prerecorded video cassette tapes or similar audio visual materials.”18
U.S.C. § 2710(a)(4).

Hulu does not deal in prerecorded video cassette tapes. Thus, whether Hulu is
a “video tape service providers” turns on the scope of the phrase “similar audio
visual materials.”

Citing dictionary definitions, Hulu contends that “materials” are things
“composed of physical matter.” . . . As drafted, Hulu contends, the VPPA “only
regulates businesses that sell or rent physical objects (i.e., ‘video cassettes or other
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similar audio visual materials’) . . . and not businesses that transmit digital content
over the Internet.” . . . Had Congress wanted to regulate businesses dealing in
digital content, it would have defined “video tape service provider” to include
businesses that “traffic in audio-visual information or data.”

To this reader, a plain reading of a statute that covers videotapes and “similar
audio visual materials™ is about the video content, not about how that content was
delivered (e.g. via the Internet or a bricks-and-mortar store). Still, the online
streaming mechanism of delivery here did not exist when Congress enacted the
statute in 1988. A dictionary definition helps some. The undersigned looked at the
third edition of Oxford English Dictionary, which defines “material” both as
“relating to substance” and as “Text or images in printed or electronic form; also
with distinguishing word, as reading material, etc.” . . .

Also, the Senate Report confirms that Congress was concerned with protecting
the confidentiality of private information about viewing preferences regardless of
the business model or media format involved. . . .

The court concludes that Congress used “similar audio video materials” to
ensure that VPAA’s protections would retain their force even as technologies
evolve. . . .

The court denies Hulu’s motion to dismiss.

IN RE HULU PRIVACY LITIGATION
2014 WL 1724344 (N.D. Cal. 2014)

BEELER, MAGISTRATE J. . . . In this putative class action, viewers of Hulu’s
on-line video content allege that Hulu wrongfully disclosed their video viewing
selections and personal identification information to third parties such as metrics
companies (meaning, companies that track data) and social networks, in violation
of the Video Privacy Protection Act (“VPPA”), 18 U.S.C. § 2710. . ..

The Act prohibits a “video tape service provider” from knowingly disclosing
“personally identifiable information of a consumer of the provider” to third parties
except under identified exceptions that do not apply here. See 18 U.S.C.
§ 2710. “The term ‘personally identifiable information’ includes information that
identifies a person as having requested or obtained specific video materials or
services from a video tape service provider.” Id. § 2710(a)(3).

Hulu argues that it did not violate the VPPA because (I) it disclosed only
anonymous user IDs and never linked the user IDs to identifying data such as a
person’s name or address; (II) it did not disclose the information “knowingly” and
thus is not liable. . . .

The issue is whether Hulu’s disclosures here (unique numeric identifications
tied to video watching) are PII under the VPPA. The statute’s plain language
prohibits disclosure of information that “identifies a person” as having (in the Hulu
context) viewed specific video content. 28 U.S.C. § 2710(a)(3). It does not say
“identify by name” and thus plainly encompasses other means of identifying a
person. Indeed, PII is not given one definition: “the term . . . includes information
which identifies a person.”. . .
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The plain language of the statute suggests, and the Senate Report confirms,
that the statute protects personally identifiable information that identifies a specific
person and ties that person to particular videos that the person watched.

The issue then is whether the disclosures here are merely an anonymized ID
or whether they are closer to linking identified persons to the videos they watched.

[Hulu made three types of disclosures: (1) video names and Hulu user ID
numbers to comScore; (2) a unique ID number for each user created specifically
for comScore’s use; and (3) user IP addresses and cookies with a user’s Facebook
ID to Facebook, along with URL web addresses with video names in them.] . . .

Hulu . . . argues that the disclosure has to be the person’s actual name. That
position paints too bright a line. One could not skirt liability under the VPPA, for
example, by disclosing a unique identifier and a correlated look-up table. The
statute does not require a name. It defines PII as a term that “includes information
which identifies a person.” The legislative history shows Congress used the word
“includes” when it defined PII to establish a minimum, but not exclusive,
definition. It is information that “identifies a particular person as having engaged
in a specific transaction with a video tape service provider” by retaining or
obtaining specific video materials or services. It does not require identification by
aname necessarily. One can be identified in many ways: by a picture, by pointing,
by an employee number, by the station or office or cubicle where one works, by
telling someone what “that person” rented. In sum, the statute, the legislative
history, and the case law do not require a name, instead require the identification
of a specific person tied to a specific transaction, and support the conclusion that a
unique anonymized ID alone is not PII but context could render it not anonymous
and the equivalent of the identification of a specific person. . . .

Hulu’s liability here is based on the hypothetical that comScore could use the
Hulu ID to access the Hulu user’s profile page to obtain the user’s name. Hulu
characterizes this argument as “reverse engineering” its data. The idea is that
comScore could capture the data from the watch page, extract the relevant
information (the video name and Hulu User ID), and plug the data into the
standard-format URL for the profile page to capture the user’s name from that
page. There is no evidence that comScore did this. The issue is only that it could.

... [The evidence] does not suggest any linking of a specific, identified person
and his video habits. The court grants summary judgment in Hulu’s favor on this
theory. . . .

[Regarding the Facebook disclosures,} Hulu argues that it never sent the
“actual” name of any Facebook user. Instead, the name came from the user’s web
browser and the interaction that Facebook had with its users. . . .

It may be true—as Hulu says—that accessing a remote browser involves
sending that browser’s cookies. But according to Plaintiffs’ expert, it was
straightforward to develop a webpage that would not communicate information to
Facebook. Put another way, it was not necessary to send the “Facebook user”
cookies, and they were sent because Hulu chose to include the Like button on
watch pages. . . .

Hulu argues that it needed to send an actual name to be liable and that it sent
only cookies. The statute does not require an actual name and requires only
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something akin to it. If the cookies contained a Facebook ID, they could show the
Hulu user’s identity on Facebook. . . .

Hulu also argues that there is no evidence that Facebook took any actions with
the cookies after receiving them. It also says that there is no evidence that
Facebook tied its Facebook user cookies to the URL for the watch page (and the
accompanying title). In contrast to comScore, where the user was not tied to the
video in one transmission, the transmission to Facebook included the video name
and Facebook user cookies. Thus, the link between user and video was more
obvious. But Hulu’s point is that the information really was not disclosed to
Facebook in the sense that the information about Judge Bork’s video viewing was
disclosed to the Washington Post.

Whether this link was the equivalent of a disclosure under the VPPA depends
on the facts. One can think of analogies in a paper world. Throwing Judge Bork’s
video watch list in the recycle bin is not a disclosure. Throwing it in the bin
knowing that the Washington Post searches your bin every evening for intelligence
about local luminaries might be. The issue is whether Hulu made a “knowing”
disclosure.

The statute requires a “knowing” disclosure “to any person.” See 18 U.S.C.
§ 2710(b)(1). The emphasis is on disclosure, not comprehension by the receiving
person. Thus, the Seventh Circuit held that the practice of placing PII on parking
tickets in the view of the public was a disclosure that violated the analogous
Driver’s Privacy Protection Act, regardless of whether anyone viewed the PII. See
Senne v. Village of Palatine IIl., 695 F.3d 597 (7th Cir.2012) (en banc). By
analogy, if a video store knowingly hands a list of Judge Bork’s rented videos to a
Washington Post reporter, it arguably violates the VPPA even if the reporter does
not look at the list. . . .

. .. [A]rguing that transmitting cookies is just the normal way that webpages
and the Like button load is not enough to negate knowledge or show the absence
of evidence about knowledge. . . .

The court denies Hulu’s summary judgment motion regarding the disclosures
to Facebook. . . .

NOTES & QUESTIONS

1. What Is a “Video Tape Service Provider”? The court holds that Hulu is a
videotape service provider, even though the statutory language refers to
videotapes and was written in 1994, long before online streaming video.
Should the phrase “rental, sale, or delivery of prerecorded video cassette tapes
or similar audio visual materials” be interpreted broadly as the court interprets
it?

2. What Is PII? The second opinion excerpted above involves what constitutes
personally identifiable information (PII) under the VPPA. The court recognizes
that the VPPA does not require actual names in order for a disclosure to be of
PII — disclosing an ID could be the “equivalent to the identification of a
specific person” depending upon the context. However, the court grants
summary judgment to Hulu regarding the comScore disclosure because of a
lack of evidence comScore was re-identifying the data by linking the ID to a
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person’s name. Why is sending the cookies to Facebook different? The court
writes:
Hulu also argues that there is no evidence that Facebook topk any af:tions with
the cookies after receiving them. It also says that there is no evidence that
Facebook tied its Facebook user cookies to the URL for the watch page (gnd
the accompanying title). In contrast to comScore, where the user was not tied
to the video in one transmission, the transmission to Facebook mcluded. the
video name and Facebook user cookies. Thus, the link between user and video

was more obvious.

Do you agree with this distinction? In dismissing comScore,.t}}e court also
focused on the lack of actions comScore took after receiving the ID
information. The court noted that “if a video store knowingly hands a'list of
Judge Bork’s rented videos to a Washington Post reporter, it arguably violates
the VPPA even if the reporter does not look at the list.” Suppose a V1d§o store
hands a list of rented videos to a Washington Post reporter with a unique ¥D
number of the customer on the list. The Washington Post reporter can rgadlly
look up the unique ID number to figure out who the individual is. Why is the
reporter who does not look at the list treated differently from the reporter who
does not look up the unique ID number?

(b) The Cable Communications Policy Act

In 1984, Congress passed the Cable Communications Policy Act (CCPA'or
“Cable Act”), Pub. L. No. 98-549. The Act applies to cable operators and service

providers. 47 U.S.C. § 551(a)(1).

Notice and Access. The Cable Act requires cable service providers to notify
subscribers (in a written privacy policy) of the nature and uses o_f personal
information collected. § 551(a)(1). Subscribers must have access to their personal
data held by cable operators. § 551(d).

Limitations on Data Collection. Cable operators “shall not use the ca}ble
system to collect personally identifiable information concerning any subscrlbe,r’
without the prior written or electronic consent of the subscriber concerned.

§ 551(b)(1).

Limitations on Data Disclosure. Cable operators cannot disclose personally
identifiable information about any subscriber without the subscriber’s consent:

[A] cable operator shall not disclose personally identiﬁable information
concerning any subscriber without the prior written or electronic consent of the
subscriber concerned and shall take such actions as are necessary to prevent
unauthorized access to such information by a person other than the subscriber or

cable operator. § 551(c)(1).

However, cable operators can disclose personal data under certain

o . e
circumstances, such as when necessary for a “legitimate business activity™ or
pursuant to a court order if the subscriber is notified. Cable operators may disclose
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subscriber names and addresses if “the cable operator has provided the subscriber
the opportunity to prohibit or limit such disclosure.” § 551(c)(2).

Data Destruction. Cable operators must destroy personal data if the
information is no longer necessary for the purpose for which it was collected.
§ 551(e).

Government Access to Cable Information. Pursuant to § 551(h):‘

A governmental entity may obtain personally identifiable information
concerning a cable subscriber pursuant to a court order only if, in the court
proceeding relevant to such court order —

(1) such entity offers clear and convincing evidence that the subject of
the information is reasonably suspected of engaging in criminal activity and
that the information sought would be material evidence in the case; and

(2) the subject of the information is afforded the opportunity to appear
and contest such entity’s claim.

Note that a court order to obtain cable records requires “clear and convincing
evidence,” a standard higher than probable cause. There is no exclusionary rule for
information obtained in violation of the Cable Act.

Enforcement. The Cable Act provides for a private cause of action and actual
damages, with a minimum of $1,000 or $100 for each day of the violation,
whichever is higher. The plaintiff can collect any actual damages that are more
than the statutory minimum. Further, the Cable Act provides for punitive damages
and attorneys’ fees. § 551(f).

Cable Internet Service. Section 211 of the USA PATRIOT Act amended the
Cable Act, 47 U.S.C. § 551(c)(2)}(D), to provide disclosure to a government entity
under federal wiretap law when the government seeks information from cable
companies except that “such disclosure shall not include records revealing cable
subscriber selection of video programming from a cable operator.” This provision
of the PATRIOT Act will not sunset.

New Cable Services and Products? In March 2011, the Wall Street Journal
reported on the testing by cable com}?anies of new systems that are designed to
show households highly targeted ads.”” The goal is to “emulate the sophisticated
tracking widely used on people’s personal computers with new technology that
reaches the living room.” In one test of Cablevision’s technology, for example, the
U.S. Army used it to target four different recruitment ads to different categories of
viewers. In many of these systems, companies generally seek to remove personal
data, including names, before data is sent to third party companies who match ads
to households.

In August 2014, the Washington Post predicted that the cable industry was
about to start serving targeted ads on a large scale. It discussed how a cable-owned
service, called NBCU+, was planning to combine cable subscriber information

72 Jessica E. Vascellaro, TV’s Next Wave: Tuning into You, Wall St. J., Mar. 7, 2011.
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with data from other sources, “such as loyalty card purchases, box office sales, and
even car regis‘cra‘cions.”73 The plan was said likely to involve purchasing data from
data brokers, such as Acxiom and Experian.

Does these practices comport with the Cable Act?

2. INTERNET USE AND ELECTRONIC COMMUNICATIONS

(a) The Children’s Online Privacy Protection Act

Passed in 1998, the Children’s Online Privacy Protection Act (COPPA), Pub.
L. No. 106-170, 15 U.S.C. §§ 6501-6506, regulates the collection and use of
children’s information by Internet websites. In January 2013, the FTC issued an
important amendment to its COPPA Rule, which it included in a complete re-
issued Final COPPA Rule. 16 C.F.R. Part 312. These Rules took effect in July
2013.

Scope. COPPA applies to “an operator of a website or online service directed
to children, or any operator that has actual knowledge that it is collecting personal
information from a child.” 15 U.S.C. § 6502(a)(1). COPPA only applies to
websites that collect personal information from children under age 13.
§ 6502(1). COPPA does not apply to information collected from adults about
children under 13; it only applies to personal data collected from children
themselves.

Personal Information. In 2013, the FTC clarified that “personal information”
under COPPA includes a voice, audio, image file containing a child’s voice and/or
image; geolocation data that reveals a street name plus city, or equally revealing
information; online contact information such as a screen name oOr user name,
persistent identifiers that recognize users across time and sites or services, such as
an IP address or device serial number. COPPA Final Rule, 78 Fed. Reg. 3971 (Jan.
17,2013), 16 C.E.R. § 312.

Collection of Personal Information. The “collection” of personal information
is defined broadly. It means “the gathering of any personal information from a
child by any means, including but not limited to: (1) Requesting, prompting, or
encouraging a child to submit personal information online; (2) Enabling a child to
make personal information publicly available in identifiable form.” 16 C.F.R.
§312.2.

Notice. Children’s websites must post privacy policies, describing “what
information is collected from children by the operator, how the operator uses such
information, and the operator’s disclosure practices for such informaticn.”

§ 6502(b)(1)(A)(D)-

73 Brian Fung, Blogs: The Switch, Targeted Ads Are About fo Take QOver Your TV, Wash. Post
(Jan. 31,2014).
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Consent. Children’s websites must “obtain verifiable parental consent for the
collection, use or disclosure of personal information from children.”
§ 6502(b)(1)(A)(ii). Websites cannot condition child’s participation in a game or
receipt of a prize on the disclosure of more personal information than is necessary
to participate in that activity. § 6502(b)(1)(C). When information is not maintained
in retrievable form, then consent is not required. § 6502(b)(2).

Right to Restrict Uses of Personal Information. If parent requests it, the
operator must provide to the parent a description of the “specific types of personal
information collected,” the right to “refuse to permit the operator’s further use or
maintenance in retrievable form, or future online collection, of personal
information from that child,” and the right to “obtain any personal information
collected from the child.” § 6502(b)(1)(B).

Liability When Sites Operate in Connection with Third Parties. As of the
2013 rule change, both hosts of sites and third parties operating through sites are
subject to enforcement under COPPA. Hosts regulated by COPPA are strictly
liable for the activities of third parties operating on their site if the third party is an
agent of the regulated service or the primary regulated service receives a benefit
from a third party. The third party is liable if it has “actual knowledge” that the
host site is directed to children. For example, a website using ads from an ad
network is strictly liable for information collected by the ad network. The ad
network would be liable if it has actual knowledge that the website is directed to
children. See COPPA Final Rule, 16 § C.F.R. 312.

Enforcement. Violations of COPPA are “treated as a violation of a rule
defining an unfair or deceptive act or practice” under 15 U.S.C. § 57a(a)(1)(B).
Thus, the FTC enforces the law and can impose fines up to $16,000 per violation.
The amount of the fine depends upon a number of factors including “the
egregiousness of the violations, whether the operator has previously violated the
Rule, the number of children involved, the amount and type of personal
information collected, how the information was used, whether it was shared with
third parties, and the size of the company.””*

There is no private cause of action for violations of COPPA. States can bring
civil actions for violations of COPPA in the interests of its citizens to obtain
injunctions and damages. § 6504.

Preemption. COPPA preempts state law. § 6502(d).

Safe Harbor. If an operator follows self-regulatory guidelines issued by
marketing or online industry groups that are approved by the FTC, then the
COPPA requirements will be deemed satisfied. § 6503.

Should COPPA be extended to apply to everyone, not just children? Should
there be a private cause of action under COPPA? Note that COPPA only applies

" FTC, Complying with COPPA: Frequently Asked Questions (July 16, 2014),
http://www.business.ftc.gov/documents/0493-Complying-with-COPPA-Frequently—Asked-
Questions.
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when a website has “actual knowledge” that a user is under 13 or operates a'webs'ite
specifically targeted to children. Is this too 1imitir71§? Would a rule dispensing with
the “actual knowledge” requirement be feasible?

UNITED STATES V. PATH, INC.
2012 WL 7006381 (N.D. Cal. 2012)

COMPLAINT

Plaintiff, the United States of America, acting upon not.iﬁfzation an(,i,
authorization to the Attorney General by the Federal Trade Commission (“FTC
or “Commission”), for its Complaint alleges: ' . _

1. Plaintiff brings this action under . . . the Children’s Online Privacy
Protection Act of 1998 (“COPPA”) . .. o

7. Defendant Path, Inc. (“Path”) . . . develops, markets, distributes, or sells
software applications for mobile devices to consumers throughout the U.S. and
provides online services to users of its applications. Erom at l_east 2010, Defendant
has operated a social networking online service that is accessible worldwide on the
Internet through a website and mobile applications. . . . '

10. Defendant describes its social networking service as “the smart Jourr_lal that
helps you share life with the ones you love,” and al.lows users to keep a journal
about “moments” in the user’s life and to share that journal with a network of up
to 150 persons. Through the Path App, the user can upload, store and sl}are photos,
written “thoughts,” the user’s location, and the names of songs to wh‘lc}Lthe use’r’
is listening. On the “About” page of its website, Defendant describes its “Values
and espouses that “Path should be private by default. Forever. You should always
be in control of your information and experience.” _

11. At all times relevant to this Complaint, when a user registers for
Defendant’s social networking service, the user must provide an emall address,.a
first name, and a last name. The user’s email address serves as his or her login
identity. At registration, the user is also invited to provide gender, phone number,
and date of birth. The Path App for iOS has been downloaded and installed over
2.5 million times. . . . ' _ '

20. In addition to its Path App for i0S, Defendant’s social network_mg service
is also accessible through a Path App for Google, Inc.’s Android operating system,
and, until December 2011, through Defendant’s website, path.com. The P_ath App
for i0S, the Path App for Android, and the Defendant’s website were all intended
for a general audience, but also attracted a significant n_umber of children. ,

21. As discussed in Paragraph 11, when a user registered for the Defendant’s
social networking service, whether through one of the Path Apps or through
Defendant’s website, the user was required to provide an email address, a first
name, and a last name, and was invited to provide gender, phone number, and date

of birth.

73 i i te, Don’t Talk to Strangers:
For more information about COPPA, see Dorothy A. Hertzel, Np N .

An Analysis of Government and Industry Efforts to Profect Child’s Privacy Online, 52 Fed. Comm.
L.J. 429 (2000).
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22. From November 14, 2010, through May 4, 2012, Defendant accepted
registrations from users who entered a date of birth indicating that the user was
under the age of 13. As aresult, Defendant knowingly collected email address, first
name, last name, date of birth, and if provided, gender and phone number, from
approximately 3,000 children under age 13. Defendant, therefore, was an
“operator” as defined in the Rule.

23. From November 29, 2011, through February 8, 2012, Defendant also
knowingly collected from these children the following personal information for
each contact in the child’s mobile device address book, if available: first name, last
name, address, phone numbers, email addresses, and date of birth.

24. A child who registered through the Path App or Defendant’s website was
able to create a journal and upload, store and share photos, written “thoughts,” the
child’s precise location, and the names of songs to which the child was listening.
In fact, each time a child uploaded a photo or posted a “thought,” the Path App
would invite the child to also share his or her location through the application’s
geo-location tracking feature and the names of any friends that were with the child
when the photo was taken or the thought was posted. Likewise, if the child decided
to share his or her location through the application’s geo-location tracking feature,
the Path App would invite the child to also share the names of friends that were
with the child at that location, and prompt the child to add a “thought.” The child
could also comment on the posts of other users in the child’s network.

25. Until May 4, 2012, Defendant knowingly collected children’s personal
information and enabled children to publicly disclose their personal information
through the Defendant’s social networking service.

26. Defendant’s online notice of its information practices did not clearly,
completely, or accurately disclose all of Defendant’s information collection, use,
and disclosure practices for children, as required by the Rule.

27. Defendant did not provide parents with a direct notice of its information
practices prior to collecting, using, or disclosing children’s personal information.

28. Defendant did not obtain verifiable consent from parents prior to
collecting, using, or disclosing children’s personal information.

29. In approximately 3,000 instances, Defendant knowingly collected, used,
and/or disclosed personal information from children in violation of the Children’s
Online Privacy Protection Rule. . . .

34. In numerous instances, in connection with operating its Path App for iOS,
its Path App for the Android operating system, and its website, path.com,
Defendant collected, used, and/or disclosed, with actual knowledge, personal
information online from children younger than age 13. Defendant failed to: (1)

provide sufficient notice on its website or online services of the information it
collects online from children, how it uses such information, and its disclosure
practices, among other required content; (2) provide direct notice to parents of the
information Defendant collects online from children, how it uses such information,
and its disclosure practices for such information, among other required content;
and (3) obtain verifiable parental consent before any collection, use, and/or
disclosure of personal information from children. . . .
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NOTES & QUESTIONS

1. Settlement. Path settled with the FTC, agreeing t.o .destroy the data it had
collected about children. Path also agreed to pay a 01V11.payment of $§00,000.
2. Inadvertently Triggering COPPA. Path’s online service was not directed gt
children under 13; rather, it was for all users. It triggered COPPA because it
collected birth dates, thus giving it actual knowledge that some users were
under 13. Is it fair to punish Path for what might have been an inadvertent
i ing of COPPA? . .
3. glei%:ircltiig Use to Users 13 Years or Older. Some websites seck to 22701;1
triggering COPPA by requiring users to be 13 or older. For example, Faceboo

states:

Facebook requires everyone to be at least 13 years old befor.e they can create an
account (in some jurisdictions, this age limit may be hlgher). Creating an
account with false info is a violation of our terms. This includes accounts

registered on the behalf of someone under 13

The result of COPPA thus means fewer sites that allow users under 13. Is this
; 5 |
res'lll“gedf::l?tt;} ei's, however, that many children under 13 lie about their age 113
order to sign up for Facebook accounts. In Jur_le 2011, Congumer Reports ’founk
that “more than one-third of the 20 million minors whc_> a‘ctlvely used Faceboo
in the past year” were under 13.7® This meant 7.5 mlulon users of Facebook
who were younger than 13. It stated: “Parents of k@s 10 and young‘e‘:r on
Facebook seem to be largely unconcerned.” The magazine also warned, “Ten-
year-olds need protection from . .. hazards that might lurk on the I‘nte‘rnet, such
as links that might infect their computer with malware and invitations from
to mention bullies.” '
Str?&f‘lf evf/il,artmc:xtent should Facebook have an obligatiOI_l to make it ha.rder for
children under 13 to sign up deceitfully? For e}tlll the ginldren who do lie about
i is Facebook just putting its head in the sand?
theglfeg ;:)ssible soluti(in isrt)o remove the “actual 'knowledge”.prong of COPP@
and only apply the law to websites specifically directed at children. But wou
that be too limiting of COPPA and allow too much of an end-run around its
tions?

4. E‘r](')? CEnforcement Actions. The FTC has engaged in severql enforcement
actions pursuant to COPPA. These cases have resulted in settlements
simultaneously with the filing of complaints. Heavy penaltlgs hgve been
assessed as part of some of the settlements. In 2011,the FTC recelveq its 1qrgest
civil settlement yet under COPPA. Playdom, an operator of. online ylrtual
worlds, agreed to pay $3 million to settle FT C charges that it had ylolated
COPPA. The company was alleged to have illegally colliected and disclosed
personal information from hundreds of thousands of children under age 13

without their parents’ prior consent.

" That Facebook Friend Might Be 10 Years Old, and Other T roubling News, Consumer
Reports (June 2011).
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In its complaint, the FTC stated that Playdom violated its stated privacy
policy by collecting children’s personal information and enabling children to
publicly disclose this information through their personal profile pages and in
community forums at its websites. The company also did not take necessary
steps “to provide parents with a direct notice of [its] information practices prior
to collecting, using, or disclosing children’s personal information” and to
collect “verifiable consent from parents.” The FTC tallied no fewer than 1.2
million instances of the company’s collection, use, and/or disclosure of
personal information in violation of COPPA.

As a further example, the FTC announced a settlement in 2006 with
Xanga.com, which included a $1 million civil penalty. The complaint charges
that Xanga.com, a social networking website, had actual knowledge of its
collection of disclosure of children’s personal information. The Xanga website
stated that children under 13 could not join its social network, but it allowed
visitors to create Xanga accounts even if they provided a birth date indicating
that they were younger than that age. Moreover, Xanga did not provide parents
with access to and control over their children’s information, and did not notify
the parents of children who joined the site of its information practices. Finally,
the FTC found that Xanga had created 1.7 million accounts for users who
submitted age information that indicated they were younger than 13 years old.

In 2011, in United States v. W3 Innovations, LLC, No. CV-11-03958-PSG
(Aug. 12, 2011), the FTC settled an action against a developer of children’s
gaming apps for the iPhone and iPod. W3 Innovations (doing business as
Broken Thumbs Apps) failed to have a privacy policy or to obtain parental
consent before collecting and disclosing children’s personal data. Under the
settlement, W3 was fined $50,000 and ordered to delete all information
collected in violation of COPPA.

- Is COPPA Too Paternalistic? Consider the following critique of COPPA by

Anita Allen;

Not all parents welcome the veto power COPPA confers. New power has
meant new responsibility. The statute forces parents who would otherwise be
content to give their children free rein over their computers to get involved in
children’s use of Internet sites that are geared toward children and collect personal
information. . . .

Prohibiting voluntary disclosures by children lacking parental consent in
situations in which they and their parents may be indifferent to privacy losses and
resentful of government intervention, COPPA is among the most paternalistic and
authoritarian of the federal privacy statutes thus far.”’

More recently, Allen has wondered whether young adults might also need
paternalistic laws.”® At the same time, she concedes, “Sharing data is the way
of the contemporary world. There is no chance the United States government
will intervene in a strict censorship mode to curb radical forms of self-
disclosure online.” On a pessimistic note, Allen also notes:

"7 Anita L. Allen, Minor Distractions: Children, Privacy and E-Commerce, 38 Hous. L. Rev.

751, 752-53, 768-69, 775-76 (2001).

7 Anita L. Allen, Unpopular Privacy 190-94 (2011).
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[COPPA] could be viewed as part of a nation’s formative educational project: the
young are to be taught the value of privacy by imposing privacy protection rules
limiting their choices until they are old enough to choose responsibly. But it will
be difficult for children to get the message that privacy is a duty of self-care if
they closely observe the actual behavior of teens and young adults. Everyone
under the age of forty seems to be freely sharing personal facts, ideas, fantasies,
and revealing images of themselves all the time.

Is COPPA doomed by a decline of modesty about self-revelation on the
Internet? What role, if any, should the law play in nudging or coercing people
to protect their own privacy?

(b) The Electronic Communications Privacy Act

In several cases, plaintiffs have attempted to use the FElectronic
Communications Privacy Act (ECPA) to prevent certain kinds of information
collection, use, and disclosure by commercial entities. Recall from Chapter 3 that
EPCA consists of three acts: (1) the Wiretap Act, 18 U.S.C. §§ 2510-2522, which
regulates the interception of communications; (2) the Stored Communications Act
(SCA), 18 U.S.C. §§ 27012711, which regulates communications in storage and
ISP subscriber records; and (3) the Pen Register Act, 18 U.S.C. §§ 3121-3127,
which regulates the use of pen register and trap and trace devices. The attempts to
use ECPA to regulate commercial entities using personal information primarily
seek to use the Wiretap Act or the SCA.

IN RE GOOGLE, INC. GMAIL LITIGATION
2013 WL 5423918 (N.D. Cal. 2013)

KoH, J. In this consolidated multi-district litigation, Plaintiffs . . . allege that
Defendant Google, Inc., has violated state and federal antiwiretapping laws in its
operation of Gmail, an email service. Before the Court is Google’s Motion to
Dismiss Plaintiffs’ Consolidated Complaint. . . .

Plaintiffs challenge Google’s operation of Gmail under state and federal anti-
wiretapping laws. The Consolidated Complaint seeks damages on behalf of a
number of classes of Gmail users and non—Gmail users for Google’s interception
of emails over a period of several years. . . . Plaintiffs allege . . . that in all iterations
of Google’s email routing processes since 2008, Google has intercepted, read and
acquired the content of emails that were sent or received by Gmail user while the
emails were in transit. . . .

Plaintiffs further allege that Google used these . . . data to create user profiles
and models. Google then allegedly used the emails, affiliated data, and user
profiles to serve their profit interests that were unrelated to providing email
services to particular users. . . .

Gmail implicates several different, but related, systems of email delivery, three
of which are at issue here. The first is a free service, which allows any user to
register for an account with Google to use Gmail. This system is supported by

F. STATUTORY REGULATION I 895

advertisements, though users can opt-cut of such advertising or access Gmail
accounts in ways that do not generate advertising, such as accessing email on a
smartphone.

The second is Google’s operation of email on behalf of Internet Service
Providers (“ISPs”). Google, through its Google Apps Partner program, enters into
contracts with ISPs, such as Cable One, to provide an email service branded by the
ISP. The ISP’s customers can register for email addresses from their ISP (such as
“@mycableone.com”), but their email is nevertheless powered by Google through
Gmail.

Third, Google operates Google Apps for Education, through which Google
provides email on behalf of educational organizations for students, faculty, staff,
and alumni. These users receive “@name.institution.edu” email addresses, but
their accounts are also powered by Google using Gmail. Id. Universities that are
part of Google Apps for Education require their students to use the Gmail—
provided service.

Google Apps users, whether through the educational program or the partner
program, do not receive content-based ads but can opt in to receiving such
advertising. Google processes emails sent and received from all Gmail users,
including Google Apps users, in the same way except that emails of users who do
not receive advertisements are not processed through Google’s advertising
infrastructure, which attaches targeted advertisements to emails. . . . [E]mails to
and from users who did not receive advertisements are nevertheless intercepted to
create user profiles. . . .

The operation of the Gmail service implicates several legal agreements. Gmail
users were required to agree to one of two sets of Terms of Service during the class
periods. The first Terms of Service was in effect from April 16, 2007, to March 1,
2012, and the second has been in effect since March 1, 2012. The 2007 Terms of
Service stated that:

Google reserves the right (but shall have no obligation) to pre-screen, review, flag,
filter, modify, refuse or remove any or all Content from any Service. For some
Services, Google may provide tools to filter out explicit sexual content. These
tools include the SafeSearch preference settings.... In addition, there are
commercially available services and software to limit access to material that you
may find objectionable.

A subsequent section of the 2007 Terms of Service provided that “[sJome of
the Services are supported by advertising revenue and may display advertisements
and promotions” and that “[t]hese advertisements may be content-based to the
content information stored on the Services, queries made through the Service or
other information.”

The 2012 Terms of Service deleted the above language and stated that users
“give Google (and those [Google] work[s] with) a worldwide license to use . . .,
create derivative works (such as those resulting from translations, adaptations or
other changes we make so that your content works better with our Services), . . .
and distribute such content.”

Both Terms of Service reference Google’s Privacy Policies, which have been
amended three times thus far during the putative class periods. These Policies,
which were largely similar, stated that Google could collect information that users
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provided to Google, cookies, log information, user communications to Google,
information that users provide to affiliated sites, and the links that a user follows.
The Policies listed Google’s provision of “services to users, including the display
of customized content and advertising” as one of the reasons for the collection of
this information.

Google also had in place Legal Notices, which stated . . . that Google “will not
use any of [users’] content for any purpose except to provide [users] with the
service.” . ..

Importantly, Plaintiffs who are not Gmail or Google Apps users are not subject
to any of Google’s express agreements. Because non-Gmail users exchange emails
with Gmail users, however, their communications are nevertheless subject to the
alleged interceptions at issue in this case.

Plaintiffs bring these cases alleging that Google, in the operation of its Gmail
system, violated federal and state anti-wiretapping laws. . . .

The Wiretap Act, as amended by the ECPA, generally prohibits the
interception of “wire, oral, or electronic communications.” 18 U.S.C. § 2511(1);
More specifically, the Wiretap Act provides a private right of action against any
person who “intentionally intercepts, endeavors to intercept, or procures any other
person to intercept or endeavor to intercept, any wire, oral, or electronic
communication.” 18 U.S.C. § 2511(1)(a); see id. § 2520 (providing a private right
of action for violations of § 2511). The Act further defines “intercept” as “the aural
or other acquisition of the contents of any wire, electronic, or oral communication
through the use of any electronic, mechanical, or other device.”

Plaintiffs contend that Google violated the Wiretap Act in its operation of the
Gmail system by intentionally intercepting the content of emails that were in transit
to create profiles of Gmail users and to provide targeted advertising. . . .

1. “Ordinary Course of Business” Exception. Google first contends that it did
not engage in an interception because its reading of users’ emails occurred in the
ordinary course of its business. . . . The Court finds that the ordinary course of
business exception is narrow. The exception offers protection from liability only
where an electronic communication service provider’s interception facilitates the
transmission of the communication at issue or is incidental to the transmission of
such communication. Specifically, the exception would apply here only if the
alleged interceptions were an instrumental part of the transmission of email.
Plaintiffs have alleged, however, that Google’s interception is not an instrumental
component of Google’s operation of a functioning email system. In fact, Google’s
alleged interception of email content is primarily used to create user profiles and
to provide targeted advertising—aneither of which is related to the transmission of
emails. The Court further finds that Plaintiffs’ allegations that Google violated
Google’s own agreements and internal policies with regard to privacy also
preclude application of the ordinary course of business exception. . . .

The narrow construction of “ordinary course of business” is most evident in
section 2510(5)(a)(i) cases where an employer has listened in on employees’ phone
calls in the workplace. These cases suggest that an employer’s eavesdropping on
an employee’s phone call is only permissible where the employer has given notice
to the employee. Further, these cases have suggested that an employer may only
listen to an employee’s phone call for the narrow purpose of determining whether
a call is for personal or business purposes. . . .
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In light of the statutory text, case law, statutory scheme, and legislative history
concerning the ordinary course of business exception, the Court finds that the
section 2510(5)(a)(ii) exception is narrow and designed only to protect electronic
communication service providers against a finding of liability under the Wiretap
Act where the interception facilitated or was incidental to provision of the
electronic communication service at issue. Plaintiffs have plausibly alleged that
Google’s reading of their emails was not within this narrow ordinary course of its
business. Specifically, Plaintiffs allege that Google intercepts emails for the
purposes of creating user profiles and delivering targeted advertising, which are
not instrumental to Google’s ability to transmit emails. . . . Plaintiffs support their
assertion by suggesting that Google’s interceptions of emails for targeting
advertising and creating user profiles occurred independently from the rest of the
email-delivery system. . . .

Accordingly, the Court denies Google’s Motion to Dismiss based on the
section 2510(5)(a)(ii) exception.

2. Consent. Google’s second contention with respect to Plaintiffs’ Wiretap Act
claim is that all Plaintiffs consented to any interception of emails in question in the
instant case. Specifically, Google contends that by agreeing to its Terms of Service
and Privacy Policies, all Gmail users have consented to Google reading their
emails Google further suggests that even though non-Gmail users have not agreed
to Google’s Terms of Service or Privacy Policies, all non-Gmail users impliedly
consent to Google’s interception when non-Gmail users send an email to or receive
an email from a Gmail user.

If either party to a communication consents to its interception, then there is no
violation of the Wiretap Act. 18 U.S.C. § 2511(2)(d). Consent to an interception
can be explicit or implied, but any consent must be actual. Courts have cautioned
that implied consent applies only in a narrow set of cases. The critical question
with respect to implied consent is whether the parties whose communications were
intercepted had adequate notice of the interception. That the person
communicating knows that the interceptor has the capacity to monitor the
communication is insufficient to establish implied consent. Moreover, consent is
not an all-or-nothing proposition. Rather, “[a] party may consent to the interception
of only part of a communication or to the interception of only a subset of its
communications.” . . .

In its Motion to Dismiss, Google marshals both explicit and implied theories
of consent. Google contends that by agreeing to Google’s Terms of Service and
Privacy Policies, Plaintiffs who are Gmail users expressly consented to the
interception of their emails. Google further contends that because of the way that
email operates, even non-Gmail users knew that their emails would be intercepted,
and accordingly that non-Gmail users impliedly consented to the interception.
Therefore, Google argues that in all communications, both parties—regardless of
whether they are Gmail users—have consented to the reading of emails. The Court
rejects Google’s contentions with respect to both explicit and implied consent.
Rather, the Court finds that it cannot conclude that any party—Gmail users or non-
Gmail users—has consented to Google’s reading of email for the purposes of
creating user profiles or providing targeted advertising.

Google points to its Terms of Service and Privacy Policies, to which all Gmail
and Google Apps users agreed, to contend that these users explicitly consented to
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the interceptions at issue. The Court finds, however, that those policies did not
explicitly notify Plaintiffs that Google would intercept users’ emails for the
purposes of creating user profiles or providing targeted advertising.

Section 8§ of the Terms of Service that were in effect from April 16, 2007, to
March 1, 2012, stated that “Google reserves the right (but shall have no obligation)
to pre-screen, review, flag, filter, modify, refuse or remove any or all Content from
any Service.” This sentence was followed by a description of steps users could take
to avoid sexual and objectionable material. Later, section 17 of the Terms of
Service stated that “advertisements may be targeted to the content of information
stored on the Services, queries made through the Services or other information.”

The Court finds that Gmail users’ acceptance of these statements does not
establish explicit consent. Section 8 of the Terms of Service suggests that content
may be intercepted under a different set of circumstances for a different purpose—
to exclude objectionable content, such as sexual material. This does not suggest to
the user that Google would intercept emails for the purposes of creating user
profiles or providing targeted advertising. Therefore, to the extent that section 8 of
the Terms of Service establishes consent, it does so only for the purpose of
interceptions to eliminate objectionable content. The Consolidated Complaint
suggests, however, that Gmail’s interceptions for the purposes of targeted
advertising and creation of user profiles was separate from screening for any
objectionable content. Because the two processes were allegedly separate, consent
to one does not equate to consent to the other.

Section 17 of the Terms of Service—which states that Google’s
“advertisements may be targeted to the content of information stored on the
Services, queries made through the Services or other information”—is defective in
demonstrating consent for a different reason: it demonstrates only that Google has
the capacity to intercept communications, not that it will. Moreover, the language
suggests only that Google’s advertisements were based on information “stored on
the Services” or “queries made through the Services”—not information in transit
via email. Plaintiffs here allege that Google violates the Wiretap Act, which
explicitly ~protects communications in transit, as distinguished from
communications that are stored. Furthermore, providing targeted advertising is
only one of the alleged reasons for the interceptions at issue in this case. Plaintiffs
also allege that Google intercepted emails for the purposes of creating user profiles.
Section 17, to the extent that it suggests interceptions, only does so for the purposes
of providing advertising, not creating user profiles. Accordingly, the Court finds
that neither section of the Terms of Service establishes consent.

The Privacy Policies explicitly state that Google collects “user
communications . . . fo Google.” This could mislead users into believing that user
communications to each other or to nonusers were not intercepted and used to
target advertising or create user profiles. As such, these Privacy Policies do not
demonstrate explicit consent, and in fact suggest the opposite.

After March 1, 2012, Google modified its Terms of Service and Privacy
Policy. The new policies are no clearer than their predecessors in establishing
consent. The relevant part of the new Terms of Service state that when users upload
content to Google, they “give Google (and those [Google] work[s] with) a
worldwide license to use . . ., create derivative works (such as those resulting from

F. STATUTORY REGULATION | 899

translations, adaptations or other changes we make so that your content works
better with our Services), . . . and distribute such content.”

The Terms of Service cite the new Privacy Policy, in which Google states to
users that Google “may collect information about the services that you use and
how you use them, like when you visit a website that uses our advertising services
or you view and interact with our ads and content. This information include [device
information, log information, location information, unique application numbers,
local storage, cookies, and anonymous identifiers]. The Privacy Policy further
states that Google “use[s] the information [it] collect[s] from all [its] services to
provide, maintain, protect and improve them, to develop new ones, and to protect
Google and [its] users. [Google] also use[s] this information to offer you tailored
content—Ilike giving you more relevant search results and ads.” These new policies
do not specifically mention the content of users” emails to each other or to or from
non-users, these new policies are not broad enough to encompass such
interceptions. Furthermore, the policies do not put users on notice that their emails
are intercepted to create user profiles. The Court therefore finds that a reasonable
Gmail user who read the Privacy Policies would not have necessarily understood
that her emails were being intercepted to create user profiles or to provide targeted
advertisements. Accordingly, the Court finds that it cannot conclude at this phase
that the new policies demonstrate that Gmail user Plaintiffs consented to the
interceptions.

Finally, Google contends that non-Gmail users—email users who do not have
a Gmail account and who did not accept Gmail’s Terms of Service or Privacy
Policies—nevertheless impliedly consented to Google’s interception of their
emails to and from Gmail users, and to Google’s use of such emails to create user
profiles and to provide targeted advertising. Google’s theory is that all email users
understand and accept the fact that email is automatically processed. However, the
cases Google cites for this far-reaching proposition hold only that the sender of an
email consents to the intended recipients’ recording of the email—not, as has been
alleged here, interception by a third-party service provider. Google has cited no
case that stands for the proposition that users who send emails impliedly consent
to interceptions and use of their communications by third parties other than the
intended recipient of the email. Nor has Google cited anything that suggests that
by doing nothing more than receiving emails from a Gmail user, non—Gmail users
have consented to the interception of those communications. Accepting Google’s
theory of implied consent—that by merely sending emails to or receiving emails
from a Gmail user, a non—Gmail user has consented to Google’s interception of
such emails for any purposes—would eviscerate the rule against interception. The
Court does not find that non-Gmail users who are not subject to Google’s Privacy
Policies or Terms of Service have impliedly consented to Google’s interception of
their emails to Gmail users.

Because Plaintiffs have adequately alleged that they have not explicitly or
implicitly consented to Google’s interceptions, the Court denies Google’s Motion
to Dismiss on the basis of consent. . . .
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The plaintiffs in the DoubleClick case raised an SCA claim and a Wiretap

NOTES & QUESTIONS
Act claim. Regarding the SCA claim, the Act provides:

1. Gmail’s Business Model. Google offers Gmail for free to users and makes

money from Gmail through targeted advertising. Google can fix its problems
obtaining user consent by providing more explicit notice to Gmail account
holders. But how should it deal with non-Gmail users who correspond with
Gmail users? Does this probiem make the business model unworkable? Is there
a way to readily obtain the consent of non-Gmail users?

. The Scope of the Wiretap Act. In Joffe v. Google, Inc., 746 F.3d 920 (9th Cir.
2013), plaintiffs sued Google alleging that it violated the Wiretap Act by
collecting data from unencrypted Wi-Fi networks. Google argued that data
transmitted via Wi-Fi is a “radio communication” that is “readily accessible to
the general public” and exempt from the Wiretap Act. The court rejected
Google’s argument.

3. Does ECPA Prohibit Cookies? When a person interacts with a website, the site

can record certain information about the person, such as what parts of the
website the user visited, what the user clicked on, and how long the user spent
reading different parts of the website. This information is called “clickstream
data.”

Websites use “cookies” to identify particular users.” A cookie is a small text
file that is downloaded into the user’s computer when a user accesses a Web
page. The text in a cookie, which is often encoded, usually includes an
identification number and several other data elements, such as the website and
the expiration date. The cookie lets a website know that a particular user has
returned. The website can then access any information it collected about that
individual on her previous visits to the website. Cookies can also be used to
track users as they visit multiple websites.

In In re DoubleClick Inc. Privacy Litigation, 154 F. Supp. 2d 497
(S.D.N.Y. 2001), a group of plaintiffs challenged DoubleClick’s use of cookies
under the Stored Communications Act (SCA) and Wiretap Act. In 2001,
DoubleClick was the leading company providing online advertising.
DoubleClick helps advertisers distribute advertisements to websites based on
information about specific web surfers. When a person visits a DoubleClick-
affiliated website, DoubleClick places a cookie on that person’s computer. As
the person visits other sites that use DoubleClick, it builds a profile of that
person’s Web surfing activity. DoubleClick then can target ads to specific
people based on their profile. For example, suppose a news website uses
DoubleClick. A person visits the news website. The website checks with
DoubleClick to see if DoubleClick recognizes the person. If the person’s
computer has a DoubleClick cookie, DoubleClick then looks up the profile
associated with the cookie and sends the website advertisements tailored to that
person’s interests. Suppose Person A likes tennis and Person B likes golf. When
Person A goes to the news website, a banner ad for tennis might appear. When
Person B visits the same site, a banner ad for golf might appear.

" For a discussion of the DoubleClick case, see Tal Zarsky, Cookie Viewers and the

[W]hoever (1) intentionally accesses without authorization a facility through
which an electronic information service is provided; or (2) intentionally exceeds
an authorization to access that facility; and thereby obtains . . . access to a wire
or electronic communication while it is in electronic storage in such system
shall be punished. . .. 18 U.S.C. § 2701(a).

Although the court ultimately concluded that the SCA did not apply, its
reasoning was very controversial. The court first held that an individual’s
computer, when connected to the Internet, was a “facility through which an
electronic information service is provided.” This means that when DoubleClick
accessed cookies on people’s computers, it was “intentionally access[ing]
without authorization a facility through which an electronic information service
is provided.” However, the consent exception to this provision of the SCA is
that “users” may authorize access “with respect to a communication of or
intended for that user.” § 2701(c). The individuals whose computers were
accessed were obviously users, and they did not consent. But the websites that
the users visited that used DoubleClick cookies were also “users” in the court’s
interpretation, and they consented. Only one party needs to consent for the SCA
consent exception to apply.

Moreover, the court noted that the SCA only applies to “temporary,
intermediate storage of a wire or electronic communication,” § 2510(17), and
that DoubleClick’s cookies were not “temporary” because they exist on
people’s hard drives for a virtually infinite time period.

Commentators argue that the court’s application of the SCA is wrong
because a “facility” refers to an Internet Service Provider, not an individual
computer. Consider Orin Kerr:

[T]he Stored Communications Act regulates the privacy of Internet account
holders at ISPs and other servers; the law was enacted to create by statute a set
of Fourth Amendment-like set of rights in stored records held by ISPs. The
theory of the Doubleclick plaintiffs turned this framework on its head, as it
attempted to apply a law designed to give account holders privacy rlghts in
information held at third-party ISPs to home PCs interacting with websites.*

In In re Pharmatrak Inc. Privacy Litigation, 220 F. Supp. 2d 4 (D. Mass.
2002), aff’d 392 F.3d 9 (Ist Cir. 2003), the court interpreted the SCA as Kerr
suggests, holding that an individual’s personal computer was not a “facility”
under the SCA.

Regarding the Wiretap Act claim, DoubleClick conceded, for the purposes
of summary judgment, that it had “intercepted” electronic communications.
Orin Kerr also takes issue with this concession:

[T]he Wiretap Act prohibits a third-party from intercepting in real-time the
contents of communications between two parties unless one of the two parties
consents. This law had no applicability to Doubleclick’s cookies, as the cookies

Undermining of Data-Mining: A Critical Review of the DoubleClick Settlement, 2002 Stan. Tech. L. 8 Orin S. Kerr, Lifiing the “Fog” of Internet Surveillance: How a Suppression Remedy Would
Rev. 1. Change Computer Crzme Law, 54 Hastings L.J. 805, 831 (2003).
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did not intercept any contents and did not intercept anything in real-time. The
cookies merely registered data sent to it from Doubleclick’s servers.

DoubleClick argued that even if it intercepted electronic communications,
the consent exception applied, since one party (the websites using DoubleClick)
consented. The court agreed. The consent exception, however, does not apply
if even with consent the “communication is intercepted for the purpose of
committing any criminal or tortious act.” 18 U.S.C. § 2511(2)(d). The court
concluded: “DoubleClick’s purpose has plainly not been to perpetuate torts on
millions of Internet users, but to make money by providing a valued service to
commercial Web sites.”

4. Web Bugs. Beyond cookies, another device for collecting people’s data is
called 2 “Web bug.” As one court describes it, Web bugs (or “action tags”) are
very tiny pixels on a website that can record how a person navigates around the
Internet. Unlike a cookie, which can be accepted or declined by a user, a Web
bug is a very small graphic file that is secretly downloaded to the user’s
computer. Web bugs enable the website to monitor a person’s keystrokes and
cursor movement. Web bugs can also be placed in e-mail messages that use
HTML, or HyperText Markup Language. E-mail using HTML enables users to
see graphics in an e-mail. A Web bug in an e-mail message can detect whether
the e-mail was read and to whom it was forwarded. According to computer
security expert Richard M. Smith, a Web bug can gather the IP address of the
computer that fetched the Web bug; the URL of the page that the Web bug is
located on; the URL of the Web bug image; the time the Web bug was viewed;
the type of browser that fetched the Web bug image; and a previously set cookie
value. Is the use of a Web bug a violation of federal electronic surveillance law?

DYER V. NORTHWEST AIRLINES CORP.
334 F. Supp. 2d 1196 (D.N.D. 2004)

HOVLAND, C.J. . . . Following September 11, 2001, the National Aeronautical and
Space Administration (“NASA”) requested system-wide passenger data from
Northwest Airlines for a three-month period in order to conduct research for use
in airline security studies. Northwest Airlines complied and, unbeknownst to its
customers, provided NASA with the names, addresses, credit card numbers, and
travel itineraries of persons who had flown on Northwest Airlines between July
and December 2001.

The discovery of Northwest Airlines’ disclosure of its customers’ personal
information triggered a wave of litigation. Eight class actions — seven in
Minnesota and one in Tennessee — were filed in federal court prior to March 19,
2004. The seven Minnesota actions were later consolidated into a master file.

[In this case, t}he complaint alleges that Northwest Airlines’ unauthorized
disclosure of customers’ personal information constituted a violation of the
Electronic Communications Privacy Act (“ECPA™), 18 US.C. §§ 2702(a)(1) and

Q). . ..

81 Id at 831.

F. STATUTORY REGULATION I 903

The Electronic Communications Privacy Act (ECPA) provides in relevant part
that, with certain exceptions, a person or entity providing either an electronic
communication service or remote computing service to the public shall not:

« knowingly divulge to any person or entity the contents of a communication
while in electronic storage by that service (18 U.S.C. § 2702(a)(1)); and

« knowingly divulge a record or other information pertaining to a subscriber to or
customer of such service . . . to any governmental entity (18 US.C.
§ 2702(a)(3)).

In its complaint, the Plaintiffs asserted claims under both 18 U.S.C.
§§ 2702(a)(1) and (a)(3) of the ECPA. The plaintiffs have conceded no claim exists
under 18 U.S.C. § 2702(a)(1). Consequently, the Court’s focus will be directed at
the Plaintiffs’ ability to sustain a claim against Northwest Airlines under 18 U.S.C.
§ 2702(a)(3). To sustain a claim under 18 U.S.C. § 2702(a)(3), the Plaintiffs must
establish that Northwest Airlines provides either electronic communication
services or remote computing services. It is clear that Northwest Airlines provides
neither.

The ECPA defines “electronic communication service” as “any service which
provides the users thereof the ability to send or receive wire or electronic
communications.” 18 U.S.C. § 2510(15). In construing this definition, courts have
distinguished those entities that sell access to the internet from those that sell goods
or services on the internet. 18 U.S.C. § 2702(a)(3) prescribes the conduct only of
a “provider of a remote computing service or electronic communication service to
the public.” A provider under the ECPA is commonly referred to as an internet
service provider or ISP. There is no factual allegation that Northwest Airlines, an
airline that sells airline tickets on its website, provides internet services.

Courts have concluded that “electronic communication service” encompasses
internet service providers as well as telecommunications companies whose lines
carry internet traffic, but does not encompass businesses selling traditional
products or services online. See In re DoubleClick Inc. Privacy Litig., 154 F. Supp.
2d 497 (S.D.N.Y. 2001). . ..

The distinction is critical in this case. Northwest Airlines is not an electronic
communications service provider as contemplated by the ECPA. Instead,
Northwest Airlines sells its products and services over the internet as opposed to
access to the internet itself. The ECPA definition of “electronic communications
service” clearly includes internet service providers such as America Online, as well
as telecommunications companies whose cables and phone lines carry internet
traffic. However, businesses offering their traditional products and services online
through a website are not providing an “electronic communication service.” As a
result, Northwest Airlines falls outside the scope of 18 U.S.C. § 2702 and the
ECPA claim fails as a matter of law. The facts as pled do not give rise to liability
under the ECPA. 18 U.S.C. § 2702(a) does not prohibit or even address the
dissemination of business tecords of passenger flights and information as
described in the complaint. Instead, the focus of 18 U.S.C. § 2702(a) is on
“communications” being stored by the communications service provider for the
purpose of subsequent transmission or for backup purposes.



904 | CHAPTER 9. CONSUMER DATA

[The plaintiffs also raised a claim under the Minnesota Deceptive Trade
Practices Act. The court held that the claim was barred by the federal Airline
Deregulation Act, which preempts state regulation of “a price, route, or service of
an airline carrier.” 49 U.S.C. § 4173(b)(1).]

NOTES & QUESTIONS

1. ISPs vs. Non-ISPs. In this case, Northwest Airlines violated its privacy policy
by disclosing its customer records to the government. Suppose Northwest
Airlines had been an ISP like AOL or Earthlink. Would it have been liable
under the Stored Communications Act?

2. Other Remedies. What other potential remedies might the plaintiffs have in this
case? The plaintiffs brought an action for breach of contract, which was
discussed earlier in this chapter in the section on privacy policies. Besides
breach of contract, can you think of any other causes of action that might be
brought?

(c) The Computer Fraud and Abuse Act

The Computer Fraud and Abuse Act (CFAA) of 1984, 18 U.S.C. § 1030,
provides criminal and civil penalties for unauthorized access to computers.
Originally passed in 1984, the statue was amended updated throughout the 1990s.
Several states have similar statutes regarding the misuse of computers. As Orin
Kerr notes:

While no two statutes are identical, all share the common trigger of “access
5
without authorization” or “unauthorized access” to computers, sometimes in
. . . . . 2
tandem with its close cousin, “exceeding authorized access” to computers.8

Scope. The CFAA applies to all “protected computer[s].” A “protected
computer” is any computer used in interstate commerce or communication.
Whereas the Stored Communications Act of ECPA appears to apply only to ISPs,
the CFAA applies to both ISPs and individual computers.

Criminal Penalties. The CFAA creates seven crimes. Among these, it imposes
criminal penalties when a person or entity “intentionally accesses a computer
without authorization or exceeds authorized access, and thereby obtains . . .
information from any protected computer.” § 1030(a)(2)(c). It criminalizes
unauthorized access to “any nonpublic computer of a department or agency of the
United States.” § 1030(a)(3). The CFAA also criminalizes unauthorized access to
computers “knowingly with intent to defraud” and the obtaining of “anything of
value, unless the object of the fraud and the thing obtained consists only of the use
of the computer and the value of such use is not more than $5,000 in any 1-year
period.” § 1030(a)(4). Yet another crime created by the CFAA prohibits knowingly
transmitting “a program, information, code, or command” or “intentionally
access[ing] a protected computer without authorization” that causes damage to a

82 Orin S. Kerr, Cybercrime’s Scope: Interpreting “Access” and “Authorization” in Computer
Misuse Statutes, 78 N.Y.U. L. Rev. 1596, 1615 (2003).
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protected computer. § 1030(5)(A)(D). Punishments range from fines to
imprisonment for up to 20 years depending upon the provision violated.

Damage. The term “damage” means “any impairment to the integrity or
availability of data, a program, a system, or information.” § 1030(e). In many
provisions in the CFAA, the damage must exceed $5,000 in a one-year period.

 Civil Remedies. “Any person who suffers damage or loss by reason of a
violation of this section may maintain a civil action against the violator to obtain
compensatory damages or injunctive relief or other equitable relief.” § 1030(g).
“Damage” must cause a “loss aggregating at least $5,000 in value during any 1-
year period to one or more individuals.” § 1030(e).

Exceeding Authorized Access. Many provisions in the CFAA can be violated
not just by unauthorized access, but also when one “exceeds authorized access.”
To exceed authorized access means “to access a computer with authorization and
to use such access to obtain or alter information in the computer that the accesser
is not entitled so to obtain and alter.” § 1030(e)(6).

CREATIVE COMPUTING V. GETLOADED.COM LL.C
386 F.3d 930 (9th Cir. 2004)

KLEINFELD, J. Truck drivers and trucking companies try to avoid dead heading.
“Dead heading” means having to drive a truck, ordinarily on a return trip, without
a revenue-producing load. If the truck is moving, truck drivers and their companies
want it to be carrying revenue-producing freight. In the past, truckers and shippers
used blackboards to match up trips and loads. Eventually television screens were
used instead of blackboards, but the matching was still inefficient. Better
information on where the trucks and the loads are — and quick, easy access to that
information — benefits shippers, carriers, and consumers.

Creative Computing developed a successful Internet site, truckstop.com,
which it calls “The Internet Truckstop,” to match loads with trucks. The site is very
easy to use. It has a feature called “radius search” that lets a truck driver in, say,
Middletown, Connecticut, with some space in his truck, find within seconds all
available loads in whatever mileage radius he likes (and of course lets a shipper
post a load so that a trucker with space can find it). The site was created so early
in Internet history and worked so well that it came to dominate the load-board
industry.

Getloaded decided to compete, but not honestly. After Getloaded set up a load-
matching site, it wanted to get a bigger piece of Creative’s market. Creative wanted
to prevent that, so it prohibited access to its site by competing loadmatching
services. The Getloaded officers thought trucking companies would probably use
the same login names and passwords on truckstop.com as they did on
getloaded.com. Getloaded’s president, Patrick Hull, used the login name and
password of a Getloaded subscriber, in effect impersonating the trucking company,
to sneak into truckstop.com. Getloaded’s vice-president, Ken Hammond,
accomplished the same thing by registering a defunct company, RFT Trucking, as
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a truckstop.com subscriber. These tricks enabled them to see all of the information
available to Creative’s bona fide customers.

Getloaded’s officers also hacked into the code Creative used to operate its
website. Microsoft had distributed a patch to prevent a hack it had discovered, but
Creative Computing had not yet installed the patch on truckstop.com. Getloaded’s
president and vice-president hacked into Creative Computing’s website through
the back door that this patch would have locked. Once in, they examined the source
code for the tremendously valuable radius-search feature. . ..

Getloaded argues that no action could lie under the Computer Fraud and Abuse
Act because it requires a $5,000 floor for damages from each unauthorized access,
and that Creative Computing submitted no evidence that would enable a jury to
find that the floor was reached on any single unauthorized access. . . .

The briefs dispute which version of the statute we should apply — the one in
effect when Getloaded committed the wrongs, or the one in effect when the case
went to trial (which is still in effect). The old version of the statute made an
exception to the fraudulent access provision if “the value of such use [unauthorized
access to a protected computer] is not more than $5,000 in any l-year period.”83
The new version, in effect now and during trial, says “loss . . . during any 1-year
period . . . aggregating at least $5,000 in value.”® These provisions are materially
identical.

The old version of the statute defined “damage” as “any impairment to the
integrity or availability of data, a program, a system, or information” that caused
the loss of at least $5,000. It had no separate definition of “loss.” The new version
defines “damage” the same way, but adds a definition of loss. “Loss” is defined in
the new version as “any reasonable cost to any victim, including the cost of
responding to an offense, conducting a damage assessment, and restoring the data
... and any revenue lost, cost incurred, or other consequential damages incurred
because of interruption of service.”

For purposes of this case, we need not decide which version of the Act applies,
because Getloaded loses either way. Neither version of the statute supports a
construction that would require proof of $5,000 of damage or loss from a single
unauthorized access. The syntax makes it clear that in both versions, the $5,000
floor applies to how much damage or loss there is to the victim over a one-year
period, not from a particular intrusion. Getloaded argues that “impairment” is
singular, so the floor has to be met by a single intrusion. The premise does not lead
to the conclusion. The statute (both the earlier and the current versions) says
“damage” means “any impairment to the integrity or availability of data [etc.] . . .
that causes loss aggregating at least $5,000.” Multiple intrusions can cause a single
impairment, and multiple corruptions of data can be described as a single

8 18 U.S.C. § 1030(a)(4) (2001) (“[Whoever] knowingly and with intent to defraud, accesses a
protected computer without authorization, or exceeds authorized access, and by means of such
conduct furthers the intended fraud and obtains anything of value, unless the object of the fraud and
the thing obtained consists only of the use of the computer and the value of such use is not more than
$5,000 in any 1-year period.”).

818 U.S.C. § 1030(2)(5)(B)() (“[Whoever caused] loss to 1 or more persons during any 1-year
period (and, for purposes of an investigation, prosecution, or other proceeding brought by the United
States only, loss resulting from a related course of conduct affecting 1 or more other protected
computers) aggregating at least $5,000 in value.”).
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“impairment” to the data. The statute does not say that an “impairment” has to
result from a single intrusion, or has to be a single corrupted byte. A court
construing a statute attributes a rational purpose to Congress. Getloaded’s
construction would attribute obvious futility to Congress rather than rationality,
because a hacker could evade the statute by setting up thousands of $4,999
(or millions of $4.99) intrusions. As the First Circuit pointed out in the analogous
circumstance of physical impairment, so narrow a construction of the $5,000
impairment requirement would merely “reward sophisticated intruders.” The
damage floor in the Computer Fraud and Abuse Act contains no “single act”
requirement.

NOTES & QUESTIONS

1. The $5,000 Threshold. In In re Doubleclick Inc. Privacy Litigation, 154 F.
Supp. 2d 497 (S.D.N.Y. 2001), the plaintiffs brought a CFAA claim and
contended that collectively they suffered more than $5,000 in damages. But the
court held that the plaintiffs could not add up their damages. Damages could
only be combined “for a single act” against “a particular computer.” Since the
plaintiffs’ CFAA claims concerned multiple acts against many different
computers, they could not be aggregated to reach the $5,000 threshold.

2. Spyware. Spyware is a new kind of computer program that raises significant
threats to privacy. Paul Schwartz distinguishes “spyware” from “adware” in
terms of the notice provided to the user. He also explains how these programs
come about through the linking of personal computers via the Internet:
“Spyware draws on computer resources to create a network that can be used for
numerous purposes, including collecting personal and nonpersonal information
from computers and delivering adware or targeted advertisements to
individuals surfing the Web. Adware is sometimes, but not always, delivered
as part of spyware; the definitional line between the two depends on whether
the computer user receives adequate notice of the program’s installation.”®
Would the CFAA apply to a company that secretly installs spyware in a
person’s computer that transmits her personal data back to the company without
her awareness? Would the Wiretap Act apply?

3. State Spyware Statutes. The state of Utah became the first state to pass
legislation to regulate spyware. The original Spyware Control Act, Utah Code
Ann. §§ 13-40-101 et seq., prohibited the installation of spyware on another
person’s computer, limited the display of certain types of advertising, created a
private right of action, and empowered the Utah Division of Consumer
Protection to collect complaints. WhenU, an advertising network, challenged
the Act in 2004, arguing that it violated the Commerce Clause of the U.S.
Constitution, and it obtained a preliminary injunction against the statute.
A revised bill was signed by the Utah governor on March 17, 2005. The revised
Act defines “spyware” as “software on a computer of a user who resides in this
state that . . . collects information about an Internet website at the time the

85 paul M. Schwartz, Property, Privacy, and Personal Data, 117 Harv. L. Rev. 2055 (2004).
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Internet website is being viewed in this state, unless the Internet website is the

Internet website of the person who provides the software; and . . . uses the
information . . . contemporaneously to display pop-up advertising on the
computer.”

Following Utah’s lead, California enacted a spyware bill, which was signed
by Governor Arnold Schwarzenegger on September 28, 2004. The Consumer
Protection Against Computer Spyware Act, SB 1426, prohibits a person from
causing computer software to be installed on a computer and using the software
to (1) take control of the computer; (2) modify certain settings relating to f[he
computer’s access to the Internet; (3) collect, through intentionally deceptive
means, personally identifiable information; (4) prevent, without authorization,
the authorized user’s reasonable efforts to block the installation of or disable
software; (5) intentionally misrepresent that the software will be uninstalled or
disabled by the authorized user’s action; or (6) through intentionally deceptive
means, remove, disable, or render, inoperative security, anti-spyware, or
antivirus software installed on the computer.

UNITED STATES V. DREW
259 F.R.D. 449 (C.D. Cal. 2009)

WU, J. This case raises the issue of whether (and/or when will) violations of an
Internet website’s terms of service constitute a crime under the Computer Fraud
and Abuse Act (“CFAA”), 18 U.S.C. § 1030. ...

In the Indictment, Drew was charged with one count of conspiracy in violation
of 18 U.S.C. § 371 and three counts of violating a felony portion of the CFAA, i.e,
18 U.S.C. §§ 1030(a)(2)(C) and 1030(c)(2)(B)(ii), which prohibit accessing a
computer without authorization or in excess of authorization and obtaining
information from a protected computer where the conduct involves an interstate or
foreign communication and the offense is committed in furtherance of a crime or
tortious act.

The Indictment included, inter alia, the following allegations (not all of which
were established by the evidence at trial). Drew, a resident of O’Fallon, Missourt,
entered into a conspiracy in which its members agreed to intentionally access a
computer used in interstate commerce without (and/or in excess of) authorization
in order to obtain information for the purpose of committing the tortious act of
intentional infliction of emotional distress upon “M.T.M.,” subsequently identified
as Megan Meier (“Megan™). Megan was a 13 year old girl living in O’Fallon who
had been a classmate of Drew’s daughter Sarah. Pursuant to the conspiracy, on or
about September 20, 2006, the conspirators registered and set up a profile for a
fictitious 16 year old male juvenile named “Josh Evans” on the www. My Space.
com website (“MySpace”), and posted a photograph of a boy without that boy’s
knowledge or consent. Such conduct violated My Space’s terms of service. The
conspirators contacted Megan through the MySpace network (on which she had
her own profile) using the Josh Evans pseudonym and began to flirt with her over
a number of days. On or about October 7, 2006, the conspirators had “Josh” inform
Megan that he was moving away. On or about October 16, 2006, the conspirators
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had “Josh” tell Megan that he no longer liked her and that “the world would be a
better place without her in it.” Later on that same day, after learning that Megan
had killed herself, Drew caused the Josh Evans MySpace account to be deleted.

At the trial, after consultation between counsel and the Court, the jury was
instructed that, if they unanimously decided that they were not convinced beyond
a reasonable doubt as to the Defendant’s guilt as to the felony CFAA violations of
18 U.S.C. §§ 1030(a)(2)(C) and 1030(c)(2)(B)(ii), they could then consider
whether the Defendant was guilty of the “lesser included” misdemeanor CFAA
violation of 18 U.S.C. §§ 1030(a)(2)(C) and 1030(c)(2)(A). [The jury found Drew
not guilty of the felony CFAA violations and guilty of the misdemeanor CFAA
violation. Drew made a motion for judgment of acquittal under Fed. R. Crim. P.
29(c).]

As Jae Sung (Vice President of Customer Care at MySpace) testified at trial,
MySpace is a “social networking” website where members can create “profiles”
and interact with other members. . . .

In 2006, to become a member, one had to go to the sign-up section of the
MySpace website and register by filling in personal information (such as name,
email address, date of birth, country/state/postal code, and gender) and creating a
password. In addition, the individual had to check on the box indicating that “You
agree to the MySpace Terms of Service and Privacy Policy.” The terms of service
did not appear on the same registration page that contained this “check box” for
users to confirm their agreement to those provisions. . . . A person could become a
MySpace member without ever reading or otherwise becoming aware of the
provisions and conditions of the MySpace terms of service [MSTOS] by merely
clicking on the “check box” and then the “Sign Up” button without first accessing
the “Terms” section.

The MSTOS prohibited the posting of a wide range of content on the website
including (but not limited to) material that: a) “is potentially offensive and
promotes racism, bigotry, hatred or physical harm of any kind against any group
or individual”; b) “harasses or advocates harassment of another person”; ¢)
“solicits personal information from anyone under 18”; d) “provides information
that you know is false or misleading or promotes illegal activities or conduct that
is abusive, threatening, obscene, defamatory or libelous™; €) “includes a
photograph of another person that you have posted without that person’s consent”;
f) “involves commercial activities and/or sales without our prior written consent”;
g) “contains restricted or password only access pages or hidden pages or images”;
or h) “provides any phone numbers, street addresses, last names, URLs or email
addresses. . . .”

[In 2006, the CFAA (18 U.S.C. § 1030) punished a person who “intentionally
accesses a computer without authorization or exceeds authorized access, and
thereby obtains . . . information from any protected computer.”]

As used in the CFAA, the term “computer” “includes any data storage facility
or communication facility directly related to or operating in conjunction with such
device. . . .” 18 U.S.C. § 1030(e)(1). The term “protected computer” “means a
computer—(A) exclusively for the use of a financial institution or the United States
Government . . . ; or (B) which is used in interstate or foreign commerce or
communication. . . .” Id § 1030(e)(2). The term “exceeds authorized access”
means “to access a computer with authorization and to use such access to obtain
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or alter information in the computer that the accesser is not entitled so to obtain or
alter . . ..” Id. § 1030(e)(6).

In addition to providing criminal penalties for computer fraud and abuse, the
CFAA also states that “[A]ny person who suffers damage or loss by reason of a
violation of this section may maintain a civil action against the violator to obtain
compensatory damages and injunctive relief or other equitable relief.” 18 U.S.C.
§ 1030(g). Because of the availability of civil remedies, much of the law as to the
meaning and scope of the CFAA has been developed in the context of civil cases.

During the relevant time period herein, the misdemeanor 18 U.S.C.
§ 1030(a)(2)(C) crime consisted of the following three elements:

First, the defendant intentionally [accessed without authorization] [exceeded
authorized access of] a computer;

Second, the defendant’s access of the computer involved an interstate or
foreign communication; and

Third, by [accessing without authorization] [exceeding authorized access to] a
computer, the defendant obtained information from a computer . . . [used in
interstate or foreign commerce or communication] . . . .

As to the term “without authorization,” the courts that have considered the
phrase have taken a number of different approaches in their analysis. . . . [W]here
the relationship between the parties is contractual in nature or resembles such a
relationship, access has been held to be unauthorized where there has been an
ostensible breach of contract. . . .

Within the breach of contract approach, most courts that have considered the
issue have held that a conscious violation of a website’s terms of service/use will
render the access unauthorized and/or cause it to exceed authorization. See, e.g.,
Southwest Airlines Co. v. Farechase, Inc., 318 F. Supp. 2d 435, 439-40 (N.D. Tex.
2004); Nat’l Health Care Disc., Inc., 174 F. Supp. 2d at 899; Register.com, Inc. v.
Verio, Inc., 126 F. Supp. 2d 238, 247-51 (S.D.N.Y. 2000), aff’d, 356 F.3d 393 (2d
Cir. 2004); Am. Online, Inc. v. LCGM, Inc., 46 F. Supp. 2d 444, 450 (E.D. Va.
1998); see also EF Cultural Travel BV v. Zefer Corp., 318 F.3d 58, 62-63 (1st Cir.
2003) (“A lack of authorization could be established by an explicit statement on
the website restricting access. . . . [W]e think that the public website provider can
easily spell out explicitly what is forbidden. .. .”). . ..

In this particular case, as conceded by the Government, the only basis for
finding that Drew intentionally accessed MySpace’s computer/servers without
authorization and/or in excess of authorization was her and/or her co-conspirator’s
violations of the MSTOS by deliberately creating the false Josh Evans profile,
posting a photograph of a juvenile without his permission and pretending to be a
sixteen year old O’Fallon resident for the purpose of communicating with Megan.
Therefore, if conscious violations of the My Space terms of service were not
sufficient to satisfy the first element of the CFAA misdemeanor violation as per
18 U.S.C. §§ 1030(a)(2)(C) and 1030(b)(2)(A), Drew’s Rule 29(c) motion would
have to be granted on that basis alone. However, this Court concludes that an
intentional breach of the MSTOS can potentially constitute accessing the MySpace
computer/server without authorization and/or in excess of authorization under the
statute. . . .

Justice Holmes observed that, as to criminal statutes, there is a “fair warning”
requirement. . . .
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The void-for-vagueness doctrine has two prongs: 1) a definitional/notice
sufficiency requirement and, more importantly, 2) a guideline setting element to
govern law enforcement. In Kolender v. Lawson, 461 U.S. 352 (1983), the Court
explained that:

As generally stated, the void-for-vagueness doctrine requires that a penal statute
define the criminal offense with sufficient definiteness that ordinary people can
understand what conduct is prohibited and in a manner that does not encourage
arbitrary and discriminatory enforcement. . . .

To avoid contravening the void-for-vagueness doctrine, the criminal statute
must contain “relatively clear guidelines as to prohibited conduct” and provide
“objective criteria” to evaluate whether a crime has been committed. . . .

The pivotal issue herein is whether basing a CFAA misdemeanor violation as
per 18 U.S.C. §§ 1030(a)(2)(C) and 1030(c)(2)(A) upon the conscious violation of
a website’s terms of service runs afoul of the void-for-vagueness doctrine. This
Court concludes that it does primarily because of the absence of minimal
guidelines to govern law enforcement, but also because of actual notice
deficiencies. . . .

First, an initial inquiry is whether the statute, as it is written, provides sufficient
notice. Here, the language of section 1030(a)(2)(C) does not explicitly state (nor
does it implicitly suggest) that the CFAA has “criminalized breaches of contract”
in the context of website terms of service. Normally, breaches of contract are not
the subject of criminal prosecution. Thus, while “ordinary people” might expect to
be exposed to civil liabilities for violating a contractual provision, they would not
expect criminal penalties. . . .

Second, if a website’s terms of service controls what is “authorized” and what
is “exceeding authorization” — which in turn governs whether an individual’s
accessing information or services on the website is criminal or not, section
1030(a)(2)(C) would be unacceptably vague because it is unclear whether any or
all violations of terms of service will render the access unauthorized, or whether
only certain ones will. . . .

Third, by utilizing violations of the terms of service as the basis for the section
1030(a)(2)(C) crime, that approach makes the website owner — in essence — the
party who ultimately defines the criminal conduct. This will lead to further
vagueness problems. The owner’s description of a term of service might itself be
so vague as to make the visitor or member reasonably unsure of what the term of
service covers. . . .

Fourth, because terms of service are essentially a contractual means for setting
the scope of authorized access, a level of indefiniteness arises from the necessary
application of contract law in general and/or other contractual requirements within
the applicable terms of service to any criminal prosecution. . . .

Treating a violation of a website’s terms of service, without more, to be
sufficient to constitute “intentionally access[ing] a computer without authorization
or exceed[ing] authorized access” would result in transforming section
1030(a)(2)(C) into an overwhelmingly overbroad enactment that would convert a
multitude of otherwise innocent Internet users into misdemeanant criminals. . . .

One need only look to the MSTOS terms of service to see the expansive and
elaborate scope of such provisions whose breach engenders the potential for




912 | CHAPTER 9. CONSUMER DATA

criminal prosecution. Obvious examples of such breadth would include: 1) the
lonely-heart who submits intentionally inaccurate data about his or her age, height
and/or physical appearance, which contravenes the MSTOS prohibition against
providing “information that you know is false or misleading”; 2) the student who
posts candid photographs of classmates without their permission, which breaches
the MSTOS provision covering “a photograph of another person that you have
posted without that person’s consent™; and/or 3) the exasperated parent who sends
out a group message to neighborhood friends entreating them to purchase his or
her daughter’s girl scout cookies, which transgresses the MSTOS rule against
“advertising to, or solicitation of, any Member to buy or sell any products or
services through the Services.” However, one need not consider hypotheticals to
demonstrate the problem. In this case, Megan (who was then 13 years old) had her
own profile on MySpace, which was in clear violation of the MSTOS which
requires that users be “14 years of age or older.” No one would seriously suggest
that Megan’s conduct was criminal or should be subject to criminal
prosecution. . . .

In sum, if any conscious breach of a website’s terms of service is held to be
sufficient by itself to constitute intentionally accessing a computer without
authorization or in excess of authorization, the result will be that section
1030(2)(2)(C) becomes a law “that affords too much discretion to the police and
too little notice to citizens who wish to use the [Internet].”

NOTES & QUESTIONS

1. The Implications of Drew. Is the prosecutor’s theory consistent with the
CFAA’s purpose? Suppose the court in Drew had reached the opposite
conclusion. What effect would criminal liability for violating a website’s terms
of service have for people who use the Internet?

2. Is the CFAA Unconstitutionally Vague? The Drew court’s holding is narrow,
concluding only that the application of the CFAA to website terms of service
violations would be unconstitutionally vague. More broadly, is the CFAA
unconstitutionally vague on its face?

3. MARKETING

(a) The Telephone Consumer Protections Act

The Telephone Consumer Protections Act (TCPA) of 1991, Pub. L. No. 102-
243,47 U.S.C. § 227, requires the FCC to promulgate rules to “protect residential
telephone subscribers’ privacy rights and to avoid receiving telephone solicitations
to which they object.” § 227(c)(1). In addition, the FCC is authorized to require
that a “single national database” be established of a “list of telephone numbers of
residential subscribers who object to receiving telephone solicitations.”
§ 227(c)(3).

Private Right of Action. The FCPA provides plaintiffs with a private right of
action in small claims court against an entity for each call received after requesting
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to no longer receive calls from that entity. Plaintiffs can sue for an actual loss or
up to $500 (whichever is greater), If telemarketer has acted “willfully or
knowingly,” then damages are trebled. § 227(c)(5).

Affirmative Defense. Telemarketers can offer as an affirmative defense that
they established “reasonable practices and procedures to effectively prevent
telephone solicitations in violation of the regulations prescribed under this
subsection.” § 227(c)(5).

Prohibition on Using Pre-Recorded Messages. The TCPA prohibits
telemarketers from calling residences and using prerecorded messages without the
consent of the called party. 47 U.S.C. § 227(b)(1)(B).

Fax Machines. The TCPA prohibits the use of a fax, computer, or other device
to send an unsolicited advertisement to a fax machine. § 227(b)(1)(C).

State Enforcement. States may initiate actions against telemarketers
“engaging in a pattern or practice of telephone calls or other transmissions to
residents of that State” in violation of the TCPA. § 227(f)(1).

NOTES & QUESTIONS

1. First Amendment Limitations? In Destination Ventures, Ltd. v. FCC, 46 F.3d
54 (9th Cir. 1995), Destination Ventures challenged a provision of the TCPA
banning unsolicited faxes that contained advertisements on First Amendment
grounds. The court upheld the ban because it was designed to prevent shifting
advertising costs to consumers, who would be forced to pay for the toner and
paper to receive the ads.

2. A Do Not Track List. As a continuation of the “Do Not Call” list, a discussion
is now emerging about “Do Not Track” (DNT) protection for the Internet. The
idea of DNT turns on the use of an “opt-out header” in a Web browser.* The
FTC has told Congress that it supports giving consumers a DNT option to give
them a simple and easy way to control the fashion in which companies track
them online.

In contrast to “Do Not Call,” considerable complexity exists around the
concept of “tracking” on the Internet. The Center for Democracy and
Technology (CDT) has defined tracking “as the collection and correlation of
data about the Internet activities of a particular user, computer or device, over
time and across non-commonly branded websites, for any purpose other than
fraud prevention or compliance with law enforcement requests.”’ Thus, CDT
considers behavioral advertising as “tracking.”

8 For more on the technology behind this policy proposal, see Do Not Track, at
http://www.donottrack.us/.

8 CDT, What Does “Do Not Track” Mean? (Jan. 31, 2011). For an approach that is largely in
agreement with the CDT, see Electronic Frontier Foundation, What Does the “Track” in “Do Not
Track” Mean? (Feb. 19, 2011).




914 | CHAPTER 9. CONSUMER DATA

CDT also argues that any “actively shared” data, such as information that
data users provide in social networking profiles and Web forums or by
registering for various accounts, should not fall within Do Not Track
prohibitions.

Consider Omer Tene and Jules Polonetsky:

The FTC put forth the following criteria to assess industry responses: DNT
should be universal, that is, a single opt-out should cover all would-be trackers;
easy to find, understand, and use; persistent, meaning that opt-out choices do
. not “vanish”; effective and enforceable, covering all trackingg technologies; and
controlling not only use of data but also their collection.*® As discussed, the
FTC has not yet taken a position on whether any legislation or rulemaking is
necessary for DNT. It is clear, however, that regardless of the regulatory
approach chosen, industry collaboration will remain key since the system will
only work if websites and ad intermediaries respect users’ preferences. . . .

The debate raging around online behavioral tracking generally and DNT in
particular is a smoke screen for a discussion that all parties hesitate to hold
around deeper values and social norms. Which is more important — efticiency
or privacy; law enforcement or individual rights; reputation or freedom of
speech? Policymakers must engage with the underlying normative question: is
online behavioral tracking a societal good, funding the virtue of the online
economy and bringing users more relevant, personalized content and services;
or is it an evil scheme for businesses to enrich themselves on account of ignorant
users and for governments to create a foundation for pervasive surveillance?
Policymakers cannot continue to sidestep these questions in the hope that “users
will decide” for themselves.”’

3. Revocation of Consent. In Gager v. Dell Financial Services, 727 F.3d 265
(3d Cir. 2013), the plaintiff applied for a credit line from Dell to purchase
computer equipment. She listed her cell phone number. Dell began calling her
cell phone using an automated telephone dialing system. The plaintiff wrote a
letter to Dell requesting that it stop calling. Dell continued its calls, calling
about 40 times over a three-week span. The plaintiff brought a TCPA action.
Dell moved to dismiss claiming that the FTCPA did not provide a way for
people to revoke prior consent. The court, however, concluded that “the
absence of an express statutory authorization for revocation of prior express
consent in the TCPA's provisions on autodialed calls to cellular phones does
not tip the scales in favor of a position that no such right exists.” The court
reasoned that “the common law concept of consent shows that it is revocable”
and that “in light of the TCPA’s purpose, any silence in the statute as to the
right of revocation should be construed in favor of consumers.”

88 Bd Felten, FTC Perspective, W3C Workshop on Web Tracking and User Privacy, Apr. 28-

29,2011, http://www.w3.0rg/201 l/track-privacy/slides/Felten.pdf.
89 Omer Tene & Jules Polonetsky, To Track or “Do Not Track”: Advancing Transparency and
Individual Control in Online Behavioral Advertising, available at

http://www.futureofprivacy.org/tracking/.
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(b) The CAN-SPAM Act

In 2003, Congress enacted the Controlling the Assault of Non-Solicited
Pornography and Marketing (CAN-SPAM) Act, Pub. L. No. 108-187, 15 U.S.C.
§§ 77.0.1 et seq., to address the problem of spam. Spam is a term to describe
unsthltgod commercial e-mail sent to individuals to advertise products and
services. Companies that send unsolicited e-mail are referred to as spammers.
Spam is often mailed out in bulk to large lists of e-mail addresses. A recent practice
has been to insert hidden HTML tags (also known as “pixel tags” or “Web bugs™)
into spam. This enables the sender of the e-mail to detect whether the e-mail was
opened. It can also inform the sender about whether the e-mail message was
forwarded, to what e-mail address it was forwarded, and sometimes, even
comments added by a user when forwarding the e-mail. This only works if the
recipient has an HTML-enabled e-mail reader rather than a text-only reader.
HTML e-mail is e-mail that contains pictures and images rather than simply plain
text.

Applicability. The CAN—SPAM Act applies to commercial e-mail, which it
deﬁne§ as a “message with the primary purpose of which is the commercial
advertisement or promotion of a commercial product or service.”

. Prohjbitions. The Act prohibits the knowing sending of commercial messages
with the intent to deceive or mislead recipients.

Opt Out. The CAN-SPAM Act also requires that a valid opt-out option be
made available to e-mail recipients. To make opt out possible, the Act requires
senders of commercial e-mail to contain a return address “clearly and
cgnspicuously displayed.” Finally, it creates civil and criminal penalties for
violations of its provisions. For example, the law allows the DOJ to seek criminal
per}al_ties, including imprisonment, for commercial e-mailers who engage in
act1.V1ties such as using a computer to relay or retransmit multiple commercial e-
mail messages to receive or mislead recipients or an Internet access service about
the message’s origin and falsifying header information in multiple e-mail messages
and initiate the transmission of these messages.

_Enforcement. The CAN-SPAM Act is enforced by governmental and private
entities. The chief enforcement entities are the Department of Justice (DOJ), the
Federal Trade Commission (FTC), state attorney generals, and “Internet access
services” (IAS). Unlike similar laws in other countries, such as Canada’s Anti-
Spta}m Legislation (CASL), the CAN-SPAM Act lacks a general private right of
action.

The DOIJ is charged with enforcing the Act’s criminal provisions. These
prohibit the unlawful transmission of sexually oriented unsolicited commercial e-
mail as well as certain methods of sending commercial e-mail, such as zombie
drones, materially false header information, and obtaining IP addresses through

90 . ]
For more information on spam, see David E. Sorkin, Technical and Legal A h
Unsolicited Electronic Mail, 35 U.S.F. L. Rev. 325, 336 (2001). e R
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fraudulent methods. The FTC and state attorney generals also have an enforcement
role under the CAN-SPAM Act. The FTC has been involved both in litigation and
settlement actions.

Finally, an TAS that has been adversely affected by violations of the CAN-
SPAM Act has standing under the statute. The Act defines an JAS as “a service
that enables users to access content, information, electronic mail, or other services
over the Internet. . .” 47 U.S.C. § 231(e)(4) . Courts have found Internet Service
Providers, social networking websites, and email providers to be an IAS.

Assessing the Act. A year after enactment of CAN-SPAM, media accounts
faulted the law as ineffective. Indeed, reports stressed the increase in spam during
this time. According to one anti-spam vendor, 67 percent of all e-mail was spam
in February 2004, and 75 percent in November 2004. Some spammers employed
new tactics after the passage of the Act, such as using “zombie networks,” which
involve hijacking computers with Trojan horse programs. Anti-spam activists
faulted CAN-SPAM for preempting tougher state laws, failing to provide a general
private right of action, and providing an opt-out option instead of an opt in.”!

State Anti-Spam Laws. At least 20 states have anti-spam statutes. For
example, Cal. Bus. & Professions Code § 17538.4 mandates that senders of spam
include in the text of their e-mails a way through which recipients can request to
receive no further e-mails. The sender must remove the person from its list. A
provider of an e-mail service located within the state of California can request that
spammers stop sending spam through its equipment. If the spammer continues to
send e-mail, it can be liable for $50 per message up to a maximum of $25,000 per
day. See § 17538.45.

A Critique of Anti-Spam Legislation. Consumers don’t always dislike
marketing messages. As Eric Goldman reminds us, “consumers want marketing
when it creates personal benefits for them, and marketing also can have spillover
benefits that improve social welfare.” Goldman is worried that current legal
regulation will block the kinds of filters that will improve the ability of consumers
to manage information and receive information that will advance their interests.
He points to anti-adware laws in Utah and Alaska as especially problematic; these
statutes “prohibit client-side software from displaying pop-up ads triggered by the
consumer’s use of a third party trademark or domain name — even if the consumer
has fully consented to the software.” For Goldman, these statutes are flawed
because they try to “ban or restrict matchmaking technologies.” The ideal filter
would be a “mind-reading wonder” that “could costlessly — but accurately — read
consumers’ minds, infer their expressed and latent preferences without the
consumer bearing any disclosure costs, and act on the inferred preferences to
screen out unwanted content and proactively seek out wanted content.” Goldman
is confident that such filtering technology is not only possible, but “inevitable —

°! For a range of reform proposals, see David Lorentz, Note: The Effectiveness of Litigation
Under the CAN-SPAM Act, 30 Rev. Litig. 559 (2011).
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perhaps imminently.””> What kind of regulatory approach would encourage

development and adoption of Goldman’s favored filters while also blocking
existing SPAM technology? Will surrendering more privacy help better target
marketing and thus clear out our inboxes of unwanted spam?

Spam and Speech. Is spam a form of speech, protected by the First
Amendment? In Cyber Promotions, Inc. v. America Online, Inc., 948 F. Supp. 436
(E.D. Pa. 1996), Cyber Promotions, Inc. sought a declaratory judgment that
America Online (AOL) was prohibited under the First Amendment from denying
it the ability to send AOL customers unsolicited e-mail. The court rejected Cyber
Promotion’s argument because of a lack of state action: “AOL is a private online
company that is not owned in whole or part by the government.” Today, the
Internet is increasingly becoming a major medium of communication. Prior to
modern communications media, individuals could express their views in
traditional “public fora” — parks and street corners. These public fora are no
longer the central place for public discourse. Perhaps the Internet is the modern
public forum, the place where individuals come to speak and express their views.
If this is the case, is it preferable for access to the Internet to be controlled by
private entities?

International Approaches. Unlike the CAN-SPAM in the United States, most
other countries favor an opt-in approach as a legal response to commercial
unsolicited emails. For example, CASL in Canada generally permits the sending
of commercial email only when there is consent.” CASL provides for strong
administrative penalties as well as a private right of action.

This preference for an opt-in regime is also found in Australia’s Spam Act of
2003 and New Zealand’s Unsolicited Electronic Messages Act of 2007. In the
European Union, the E-Privacy Directive, first enacted in 2002 and amended in
2009, states that the use of “clectronic mail for the purposes of direct marketing
may be only allowed in respect of subscribers who have given their prior
consent.”**

Within the EU, Germany is the country that may have the strictest regulation
of spam. Its main provision prohibiting spam is Article 7 of the Act against Unfair
Competition (UWG). This clause prohibits the sending of advertising emails that
constitute an “unconscionable pestering.” Clause 7(2) no.3 of this statute contains
the critical language; it forbids advertising through email without “prior express
consent” of the recipient. In German law, prior express consent requires a process
termed “double opt-in.” For example, a consumer might agree to receive
commercial emails by checking a box, confirming the selection, and then opt-in

72 Eric Goldman, 4 Cosean Analysis of Marketing, 2006 Wis. L. Rev. 1151, 1154-55, 1202,
1211-12.

% Bill C-28, Fighting Internet and Wireless Spam Act, 3rd Session, 40th Parl., 2010.

%% Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002
concerning the processing of personal data and the protection of privacy in the electronic
communications sector (Directive on privacy and electronic communications), L201, 2002-07-31,
pp. 37-47 (2002); Directive 2009/136/EC of the European Parliament and of the Council of 25.
November 2009, 1337, 2009-12-18, pp. 11-36 (2009).
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again by clicking on a link contained in the first email that she received after
enrollment.”

Would an opt-in system be preferable to the current U.S. approach? Would
there be benefits for the U.S. switching to opt-in to make regulations in this area
of law more uniform internationally?

G. FIRST AMENDMENT LIMITATIONS ON PRIVACY
REGULATION

Although the First Amendment protects privacy, privacy restrictions can come into
conflict with the First Amendment. In particular, many privacy statutes regulate
the disclosure of true information. The cases in this section explore the extent to
which the First Amendment limits the privacy statutes. Before turning to the cases,
some background about basic First Amendment jurisprudence is necessary. The
cases in this section often focus on commercial speech, and the Court analyzes
commercial speech differently than other forms of expression.

First Amendment Protection of Commercial Speech. For a while, the Court
considered commercial speech as a category of expression that is not accorded
First Amendment protection. However, in Virginia State Board of Pharmacy v.
Virginia Citizens Consumer Council, Inc., 425 U.S. 748 (1976), the Court held that
commercial speech deserves constitutional protection. However, the Court held
that commercial speech has a lower value than regular categories of speech and
therefore is entitled to a lesser protection. Ohralik v. Ohio State Bar Ass 'n, 436
U.S. 447 (1978).

Defining Commercial Speech. What is “commercial speech”? The Court has
defined it as speech that “proposes a commercial transaction,” Virginia State
Board, 425 U.S. 748 (1976), and as “expression related solely to the economic
interests of the speaker and its audience.” Central Hudson Gas & Electric Corp. v.
Public Service Comm’n of New York, 447 U.S. 557 (1980). The Court later held
that neither of these are necessary requirements to define commercial speech; both
are factors to be considered in determining whether speech is commercial. See
Bolger v. Youngs Drug Products Corp., 463 U.S. 60 (1983).

Tl_te Central Hudson Test. In Central Hudson, 447 U.S. 557 (1980), the Court
established a four-part test for analyzing the constitutionality of restrictions on
commercial speech:

At the outset, we must determine whether the expression is protected by the First
Amendment. For commercial speech to come within that provision, it at least must

% For German caselaw finding a requirement of double-opt in, see AG Diisseldorf, Decision of
July 14, 2009 - 48 C 1911/09, BeckRS 2009, 25861; LG Essen, Decision of April 20, 2009 - 4 O
368/08, NJW-RR 2009, 1556; OLG Hamm, Decision of February 17, 2011 - -4 U 174/10 (LG
I?I?Btrzngré?)l (rlelcgiskréiftig), MMR 2011, 539; OLG Jena, Decision of April 21, 2010 - 2 U 88/10,
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concern lawful activity and not be misleading. Next, we ask whether the asserted
governmental interest is substantial. If both inquiries yield positive answers, we
must determine whether the regulation directly advances the governmental
interest asserted, and whether it is not more extensive than is necessary to serve
that interest.

In Board of Trustees of State University of New York v. Fox, 492 U.S. 469
(1989), the Court revised the last part of the Central Hudson test — that speech
“not [be] more extensive than is necessary to serve [the governmental] interest” —
to a requirement that there be a “fit between the legislature’s ends and the means
chosen to accomplish the ends, . . . a fit that is not necessarily perfect, but
reasonable.”

In Cincinnati v. Discovery Network, Inc., 507 U.S. 410 (1993), the Court,
applying the commercial speech test in Central Hudson and Fox, struck down an
ordinance that banned newsracks with “commercial handbills.” The ordinance did
not apply to newsracks for newspapers. The Court concluded that the ban was not
a “reasonable fit” with the city’s interest in aesthetics. Moreover, the Court
concluded that the ordinance was not content-neutral. The Court held that
Cincinnati “has enacted a sweeping ban on the use of newsracks that distribute
‘commercial handbills,” but not ‘newspapers.” Under the city’s newsrack policy,
whether any particular newsrack falls within the ban is determined by the content
of the publication resting inside that newsrack. Thus, by any commonsense
understanding of the term, the ban in this case is ‘content based.’ . . . [B]ecause the
ban is predicated on the content of the publications distributed by the subject
newsracks, it is not a valid time, place, or manner restriction on protected speech.”

ROWAN V. UNITED STATES POST OFFICE DEPARTMENT
397 U.S. 728 (1970)

[A federal statute permitted individuals to require that entities sending unwanted
mailings remove the individuals’ names from their mailing lists and cease to send
future mailings. A group of organizations challenged the statute on First
Amendment grounds.]

BURGER, C.J. . . . The essence of appellants’ argument is that the statute
violates their constitutional right to communicate. . . . Without doubt the public
postal system is an indispensable adjunct of every civilized society and
communication is imperative to a healthy social order. But the right of every
person “to be let alone” must be placed in the scales with the right of others to
communicate.

In today’s complex society we are inescapably captive audiences for many
purposes, but a sufficient measure of individual autonomy must survive to permit
every householder to exercise control over unwanted mail. To make the house-
holder the exclusive and final judge of what will cross his threshold undoubtedly
has the effect of impeding the flow of ideas, information, and arguments that,
ideally, he should receive and consider. Today’s merchandising methods, the
plethora of mass mailings subsidized by low postal rates, and the growth of the
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sale of large mailing lists as an industry in itself have changed the mailman from a
carrier of primarily private communications, as he was in a more leisurely day, and
have made him an adjunct of the mass mailer who sends unsolicited and often
unwanted mail into every home. It places no strain on the doctrine of judicial notice
to observe that whether measured by pieces or pounds, Everyman’s mail today is
made up overwhelmingly of material he did not seek from persons he does not
know. And all too often it is matter he finds offensive. . . .

The Court has traditionally respected the right of a householder to bar, by order
or notice, solicitors, hawkers, and peddlers from his property. In this case the
mailer’s right to communicate is circumscribed only by an affirmative act of the
addressee giving notice that he wishes no further mailings from that mailer.

To hold less would tend to license a form of trespass and would make hardly
more sense than to say that a radio or television viewer may not twist the dial to
cut off an offensive or boring communication and thus bar its entering his home.
Nothing in the Constitution compels us to listen to or view any unwanted
communication, whatever its merit; we see no basis for according the printed word
or pictures a different or more preferred status because they are sent by mail. The
ancient concept that “a man’s home is his castle” into which “not even the king
may enter” has lost none of its vitality, and none of the recognized exceptions
includes any right to communicate offensively with another. . ..

If this prohibition operates to impede the flow of even valid ideas, the answer
is that no one has a right to press even “good” ideas on an unwilling recipient. That
we are often “captives” outside the sanctuary of the home and subject to
objectionable speech and other sound does not mean we must be captives
everywhere. The asserted right of a mailer, we repeat, stops at the outer boundary
of every person’s domain. . . .

MAINSTREAM MARKETING SERVICES, INC. V. FEDERAL TRADE COMMISSION
358 F.3d 1228 (10th Cir. 2004)

EBEL, J. . . . In 2003, two federal agencies—the Federal Trade Commission
(FTC) and the Federal Communications Commission (FCC) — promulgated rules
that together created the national do-not-call registry See 16 C.F.R.
§ 310.4(b)(1)(iii)(B) (FTC rule); 47 C.E.R. § 64.1200(c)(2) (FCC rule). The
national do-not-call registry is a list containing the personal telephone numbers of
telephone subscribers who have voluntarily indicated that they do not wish to
receive unsolicited calls from commercial telemarketers. Commercial
telemarketers are generally prohibited from calling phone numbers that have been
placed on the do-not-call registry, and they must pay an annual fee to access the
numbers on the registry so that they can delete those numbers from their telephone
solicitation lists. So far, consumers have registered more than 50 million phone
numbers on the national do-not-call registry.

The national do-not-call registry’s restrictions apply only to telemarketing
calls made by or on behalf of sellers of goods or services, and not to charitable or
political fundraising calls. Additionally, a seller may call consumers who have
signed up for the national registry if it has an established business relationship with
the consumer or if the consumer has given that seller express written permission
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to call. Telemarketers generally have three months from the date on which a
consumer signs up for the registry to remove the consumer’s phone number from
their call lists. Consumer registrations remain valid for five years, and phone
numbers that are disconnected or reassigned will be periodically removed from the
registry.

The national do-not-call registry is the product of a regulatory effort dating
back to 1991 aimed at protecting the privacy rights of consumers and curbing the
risk of telemarketing abuse. In the Telephone Consumer Protection Act of 1991
(“TCPA”) — under which the FCC enacted its do-not-call rules — Congress found
that for many consumers telemarketing sales calls constitute an intrusive invasion
of privacy. . . . The TCPA therefore authorized the FCC to establish a national
database of consumers who object to receiving “telephone solicitations,” which the
act defined as commercial sales calls. . . .

The national do-not-call registry’s telemarketing restrictions apply only to
commercial speech. Like most commercial speech regulations, the do-not-call
rules draw a line between commercial and non-commercial speech on the basis of
content. In reviewing commercial speech regulations, we apply the Central
Hudson test. Central Hudson Gas & Elec. Corp. v. Pub. Serv. Comm’n of N.Y.,
447 U.S. 557 (1980).

Central Hudson established a three-part test governing First Amendment
challenges to regulations restricting non-misleading commercial speech that
relates to lawful activity. First, the government must assert a substantial interest to
be achieved by the regulation. Second, the regulation must directly advance that
governmental interest, meaning that it must do more than provide “only ineffective
or remote support for the government’s purpose.” Third, although the regulation
need not be the least restrictive measure available, it must be narrowly tailored not
to restrict more speech than necessary. Together, these final two factors require
that there be a reasonable fit between the government’s objectives and the means
it chooses to accomplish those ends. . . .

The government asserts that the do-not-call regulations are justified by its
interests in 1) protecting the privacy of individuals in their homes, and 2)
protecting consumers against the risk of fraudulent and abusive solicitation. Both
of these justifications are undisputedly substantial governmental interests.

In Rowan v. United States Post Olffice Dep’t, the Supreme Court upheld the
right of a homeowner to restrict material that could be mailed to his or her house.
The Court emphasized the importance of individual privacy, particularly in the
context of the home, stating that “the ancient concept that ‘a man’s home is his
castle’ into which ‘not even the king may enter’ has lost none of its vitality.” In
Frisby v. Schultz, the Court [held] . . .

One important aspect of residential privacy is protection of the unwilling
listener. . . . [A] special benefit of the privacy all citizens enjoy within their own
walls, which the State may legislate to protect, is an ability to avoid intrusions.
Thus, we have repeatedly held that individuals are not required to welcome
unwanted speech into their own homes and that the government may protect this
freedom.
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A reasonable fit exists between the do-not-call rules and the government’s
privacy and consumer protection interests if the regulation directly advances those
interests and is narrowly tailored. . . .

These criteria are plainly established in this case. The do-not-call registry
directly advances the government’s interests by effectively blocking a significant
number of the calls that cause the problems the government sought to redress. It is
narrowly tailored because its opt-in character ensures that it does not inhibit any
speech directed at the home of a willing listener.

The telemarketers assert that the do-not-call registry is unconstitutionally
underinclusive because it does not apply to charitable and political callers. First
Amendment challenges based on underinclusiveness face an uphill battle in the
commercial speech context. As a general rule, the First Amendment does not
require that the government regulate all aspects of a problem before it can make
progress on any front. . . . The underinclusiveness of a commercial speech regu-
lation is relevant only if it renders the regulatory framework so irrational that it
fails materially to advance the aims that it was purportedly designed to further. ..

As discussed above, the national do-not-call registry is designed to reduce
intrusions into personal privacy and the risk of telemarketing fraud and abuse that
accompany unwanted telephone solicitation. The registry directly advances those
goals. So far, more than 50 million telephone numbers have been registered on the
do-not-call list, and the do-not-call regulations protect these households from
receiving most unwanted telemarketing calls. According to the telemarketers’ own
estimate, 2.64 telemarketing calls per week — or more than 137 calls annually —
were directed at an average consumer before the do-not-call list came into effect.
Cf. 68 Fed. Reg. at 44152 (discussing the five-fold increase in the total number of
telemarketing calls between 1991 and 2003). Accordingly, absent the do-not-call
registry, telemarketers would call those consumers who have already signed up for
the registry an estimated total of 6.85 billion times each year.

To be sure, the do-not-call list will not block all of these calls. Nevertheless, it
will prohibit a substantial number of them, making it difficult to fathom how the
registry could be called an “ineffective” means of stopping invasive or abusive
calls, or a regulation that “furnish[es] only speculative or marginal support” for the
government’s interests. . . .

Finally, the type of unsolicited calls that the do-not-call list does prohibit—
commercial sales calls — is the type that Congress, the FTC and the FCC have all
determined to be most to blame for the problems the government is seeking to
redress. According to the legislative history accompanying the TCPA,
“[c]omplaint statistics show that unwanted commercial calls are a far bigger
problem than unsolicited calls from political or charitable organizations.” H.R.
Rep. No. 102-317, at 16 (1991). Additionally, the FTC has found that commercial
callers are more likely than non-commercial callers to engage in deceptive and
abusive practices. . . . The speech regulated by the do-not-call list is therefore the
speech most likely to cause the problems the government sought to alleviate in
enacting that list, further demonstrating that the regulation directly advances the
government’s interests. . . .

Although the least restrictive means test is not the test to be used in the
commercial speech context, commercial speech regulations do at least have to be
“narrowly tailored” and provide a “reasonable fit” between the problem and the
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solution. Whether or not there are “numerous and obvious less-burdensome
alternatives” is a relevant consideration in our narrow tailoring analysis. . . . We
hold that the national do-not-call registry is narrowly tailored because it does not
over-regulate protected speech; rather, it restricts only calls that are targeted at
unwilling recipients. . . .

The Supreme Court has repeatedly held that speech restrictions based on
private choice (i.e., an opt-in feature) are less restrictive than laws that prohibit
speech directly. In Rowan, for example, the Court approved a law under which an
individual could require a mailer to stop all future mailings if he or she received
advertisements that he or she believed to be erotically arousing or sexually
provocative. Although it was the government that empowered individuals to avoid
materials they considered provocative, the Court emphasized that the mailer’s right
to communicate was circumscribed only by an affirmative act of a householder. . . .

Like the do-not-mail regulation approved in Rowan, the national do-not-call
registry does not itself prohibit any speech. Instead, it merely “permits a citizen to
erect a wall . . . that no advertiser may penetrate without his acquiescence.” See
Rowan, 397 U.S. at 738. Almost by definition, the do-not-call regulations only
block calls that would constitute unwanted intrusions into the privacy of consumers
who have signed up for the list. . . .

NOTES & QUESTIONS

1. The Do Not Call List and Rowan. To what extent is this case controlled by
Rowan? Does the Do Not Call (DNC) list go beyond the statute in Rowan?

2. Charitable and Political Calls. The DNC list permits calls based on charitable
or political purposes. There is no way to block such calls. Suppose that
Congress decided that all calls could be included. Would a charity or political
group have a First Amendment ground to overturn the DNC list?

U.S. WEST, INC. V. FEDERAL COMMUNICATIONS COMMISSION
182 F.3d 1224 (10th Cir. 1999)

TACHA, J. ... U.S. West, Inc. petitions for review of a Federal Communication
Commission (“FCC”) order restricting the use and disclosure of and access to
customer proprietary network information (“CPNI”). See 63 Fed. Reg. 20,326
(1998) (“CPNI Order”). [U.S. West argues that FCC regulations, implementing 47
U.S.C. § 222, among other things, violate the First Amendment. These regulations
require telecommunications companies to ask consumers for approval (to “opt-in”)
before they can use a customer’s personal information for marketing purposes.] . .

The dispute in this case involves regulations the FCC promulgated to
implement provisions of 47 U.S.C. § 222, which was enacted as part of the
Telecommunications Act of 1996. Section 222, entitled “Privacy of customer
information,” states generally that “[e]very telecommunications carrier has a duty
to protect the confidentiality of proprietary information of, and relating to . . .
customers.” To effectuate that duty, § 222 places restrictions on the use, disclosure
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a material degree.”. . . On the record before us, the government fails to meet its
burden.

The government presents no evidence showing the harm to either privacy or
competition is real. Instead, the government relies on speculation that harm to
privacy and competition for new services will result if carriers use CPNIL. . . . While
protecting against disclosure of sensitive and potentially embarrassing personal
information may be important in the abstract, we have no indication of how it may
occur in reality with respect to CPNL Indeed, we do not even have indication that
the disclosure might actvally occur. The government presents no evidence
regarding how and to whom carriers would disclose CPNL. . . . [T]he government
has not explained how or why a carrier would disclose CPNI to outside parties,
especially when the government claims CPNI is information that would give one
firm a competitive advantage over another. This leaves us unsure exactly who
would potentially receive the sensitive information. . . .

In order for a regulation to satisfy this final Central Hudson prong, there must
be a fit between the legislature’s means and its desired objective. . . .

... [O]n this record, the FCC’s failure to adequately consider an obvious and
substantially less restrictive alternative, an opt-out strategy, indicates that it did not
narrowly tailor the CPNI regulations regarding customer approval. . . .

The respondents merely speculate that there are a substantial number of
individuals who feel strongly about their privacy, yet would not bother to opt-out
if given notice and the opportunity to do so. Such speculation hardly reflects the
careful calculation of costs and benefits that our commercial speech jurisprudence
requires. . . .

In sum, even assuming that respondents met the prior two prongs of Central
Hudson, we conclude that based on the record before us, the agency has failed to
satisfy its burden of showing that the customer approval regulations restrict no
more speech than necessary to serve the asserted state interests. Consequently, we
find that the CPNI regulations interpreting the customer approval requirement of
47 U.S.C. § 222(c) violate the First Amendment.

BRISCOE, J. dissenting. . . . After reviewing the CPNI Order and the
administrative record, I am convinced the FCC’s interpretation of § 222, more
specifically its selection of the opt-in method for obtaining customer approval, is
entirely reasonable. Indeed, the CPNI Order makes a strong case that, of the two
options seriously considered by the FCC, the opt-in method is the only one that
legitimately forwards Congress’ goal of ensuring that customers give informed
consent for use of their individually identifiable CPNL. . . .

... U.S. West suggests the CPNI Order unduly limits its ability to engage in
commercial speech with its existing customers regarding new products and
services it may offer. . . .

The problem with U.S. West’s arguments is they are more appropriately aimed
at the restrictions and requirements outlined in § 222 rather than the approval
method adopted in the CPNI Order. As outlined above, it is the statute, not the
CPNI Order, that prohibits a carrier from using, disclosing, or permitting access to
individually identifiable CPNI without first obtaining informed consent from its
customers. Yet U.S. West has not challenged the constitutionality of § 222, and

this is not the proper forum for addressing such a challenge even if it was
raised. . ..

The majority, focusing at this point on the CPNI Order rather than the statute,
concludes the FCC failed to adequately consider the opt-out method, Wthh. the
majority characterizes as “an obvious and substantially lesg restrictive; alterna‘.cwfa”
than the opt-in method. Notably, however, the majority fails to explain why, in its
view, the opt-out method is substantially less restrictive. Presuma‘_bly, the mayj orltz
is relying on the fact that the opt-out method typically results in a higher “approval
rate than the opt-in method. Were mere “approval” percentages the only factor
relevant to our discussion, the majority would perhaps be correct. As the' FCC
persuasively concluded in the CPNI Order, however, the opt-out rnethpd simply
does not comply with § 222°s requirement of informed consent. In particular, the
opt-out method, unlike the opt-in method, does not guarantee that a customer will
make an informed decision about usage of his or her individually identifiable
CPNL To the contrary, the opt-out method creates the very real possibility Qf
“uninformed” customer approval. In the end, [ reiterate my point that the opt-in
method selected by the FCC is the only method of obtaining approvgl that_serves
the governmental interests at issue while simultaneously complying with the
express requirement of the statute (i.e., obtaining informed customer consent). . . .

In conclusion, I view U.S. West’s petition for review as little more than a run-
of-the-mill attack on an agency order “clothed by ingenjous argument in the garb”
of First Amendment issues. . . .

NOTES & QUESTIONS

1. The Aftermath of U.S. West: The FCC and the D.C. Circuit. The FCC
responded to the U.S. West decision at length in its 2007 CPNI Order and
largely rejected its holdings. FCC Report and Order, 07-22 (Apr.il 2,2007). The
one change that it made was to modify its 1998 Order at issue in U.S. West s0
that opt-in consent would be required only with respect to a carrier’s sharing of
customer information with third-party marketers. .

The FCC also declared that the Tenth Circuit in U.S. West had based its
decision “on a different record than the one compiled here” and in particular on
premises that were no longer valid. First, the FCC reasoned,. there was now
ample evidence of disclosure of CPNI and the adverse effects it could have on
customers. Second, there was now substantial evidence that an opt-out strategy
would not adequately protect customer privacy “because most customers either
do not read or do not understand carriers’ opt-out notices.” The FCC alsp s‘ga’ged
that requiring opt-in consent from customers before shari.ng CPNI with joint
venture partners and independent contractors for marketing purposes would
pass First Amendment scrutiny. .

The D.C. Circuit upheld the FCC’s 2007 Report and Order. National Cable
and Telecommunications Association, 555 F.3d 996 (D.C. Cir. 2009). It found
that the government had a “substantial” interest, under the Centrql Hudson ‘test,
in “protecting the privacy of consumer credit informatiop.” Ip its analysis of
the second part of the Central Hudson test, the D.C. Circuit fqund that the
Commission’s 2007 Order “directly advances” the government’s interest:
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[Clommon sense supports the Commission’s determination that the risk of
unauthorized disclosure of customer information increases with the number of
entities possessing it. The Commission therefore reasonably concluded that an
opt-in consent requirement directly and materially advanced the interests in
protecting customer privacy and in ensuring customer conftrol over the
information.

Finally, the court found that under Central Hudson’s final requirement the
2007 Report and Order easily met the standard of a regulation proportionate to
the government’s interest. The court reasoned that the difference between opt
in and opt out is only a marginal one in the relative degree of burden on First
Amendment interests. The D.C. Circuit found that the “Commission carefully
considered the differences between the two regulatory approaches, and the
evidence supports the Commission’s decision to prefer opt-in consent.”

If the U.S. West court were to examine the FCC’s 2007 Report and Order,
would it likely agree or disagree with the D.C. Circuit?

2. Is Opt In Narrowly Tailored? Is the opt-in system involved in U.S. West more

restrictive than the do-not-mail list in Rowan or the DNC list in Mainstream
Marketing? Is the privacy interest in U.S. West different than in Rowan and
Mainstream Marketing?

. Personal Information: Property, Contract, and Speech. Consider the
following critique of U.S. West by Julie Cohen:

The law affords numerous instances of regulation of the exchange of
information as property or product. Securities markets, which operate entirely
by means of information exchange, are subject to extensive regulation, and
hardly anybody thinks that securities laws and regulations should be subjected
to heightened or strict First Amendment scrutiny. Laws prohibiting patent,
copyright, and trademark infringement, and forbidding the misappropriation of
trade secrets, have as their fundamental purpose (and their undisputed effect)
the restriction of information flows. The securities and intellectual property
laws, moreover, are expressly content-based, and thus illustrate that (as several
leading First Amendment scholars acknowledge) this characterization doesn’t
always matter. Finally, federal computer crime laws punish certain uses of
information for reasons entirely unrelated to their communicative aspects. . . .
The accumulation, use, and market exchange of personally-identified data
don’t fit neatly into any recognized category of “commercial speech” . . .
because in the ways that matter, these activities aren’t really “speech” at all.
Although regulation directed at these acts may impose some indirect burden on
direct-to-consumer communication, that isn’t the primary objective of data
privacy regulation. This suggests that, at most, data privacy regulation should
be subject to the intermediate scrutiny applied to indirect speech regulation.”®

4. Is Opt In Too Expensive? Michael Staten and Fred Cate have defended the

U.S. West decision by noting the results of the testing of an opt-in system by
U.S. West:

% Julie E. Cohen, Examined Lives: Informational Privacy and the Subject as Object, 52 Stan.

L. Rev. 1373, 1416-18, 1421 (2000).
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In 1997, U.S. West (now Qwest Communications), one of the largest
telecommunications companies in the United States, conducted one of the few
affirmative consent trials for which results are publicly available. In that trial,
the company sought permission from its customers to utilize information about
their calling patterns (e.g., volume of calls, time and duration of calls, etc.) to
market new services to them. The direct mail appeal for permission received a
positive response rate between 5 and 11 percent for residential customers
(depending upon the size of a companion incentive offered by the company).
Residential customers opted in at a rate of 28 percent when called about the
service.

When U.S. West was actually communicating in person with the consumers,
the positive response rate was three to six times higher than when it relied on
consumers reading and responding to mail. But even with telemarketing, the
task of reaching a customer is daunting. U.S. West determined that it required
an average of 4.8 calls to each consumer household before they reached an adult
who could grant consent. In one-third of households called, U.S. West never
reached the customer, despite repeated attempts. In any case, many U.S. West
customers received more calls than would have been the case in an opt-out
system, and despite repeated contact attempts, one-third of their customers
missed opportunities to receive new products and services. The approximately
$20 cost per positive response in the telemarketing test and $29 to $34 cost per
positive response in the direct mail test led the company to conclude that opt-in
was not a viable business model because it was too costly, too difficult, and too
time intensive.”’

Robert Gellman, however, generally disputes the findings of industry studies
about the costs of privacy protective measures. With regard to opt-in cost
assessments, Gellman argues that industry studies often fail “to consider other
ways [beyond direct mail and telemarketing] that business and charities can
solicit individuals to replace any losses from opt-in requirements. Newspaper,
Internet, radio, and television advertising may be effective substitutes for direct
mail. There are other ways to approach individuals without the compilation of
detailed personal dossiers. None of the alternatives is adequately considered.”®®

5. Is Commercial Transaction Information Different from Other Speech?

Courts analyzing First Amendment challenges to regulation of data about
commercial transactions have typically viewed the dissemination and use of
such data as commercial speech, and they have applied the Central Hudson test.
This test is less protective than regular First Amendment protection. Solveig
Singleton contends that data about commercial transactions should be
considered regular speech, not commercial speech:

Is commercial tracking essentially different from gossip? . ..

Gossip and other informal personal contacts serve an important function in
advanced economies. In Nineteenth Century America, entrepreneurs would
increase their sales by acquiring information about their customers. Customers

97 Michael E. Staten & Fred H. Cate, The Impact of Opt-In Privacy Rules on Retail Credit

Markets: A Case Study of MBNA, 52 Duke L.J. 745, 767-68 (2003).

98 Robert Gellman, Privacy, Consumers, and Costs: How the Lack of Privacy Costs Consumers

and Why Business Studies of Privacy Costs Are Biased and Incomplete (Mar. 2002), at
http://www.epic.org/reports/dmfprivacy.html.
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relied on their neighborhood banker, whom they knew since childhood, to grant
them credit. They would return again and again to the same stores for
personalized service. . . .

[E]conomic actors must develop new mechanisms of relaying information
to each other about fraud, trust, and behavior of potential customers. Towards
the end of the Nineteenth Century and throughout the Twentieth Century,
formal credit reporting began to evolve out of gossip networks. . . .

The equivalence of gossip and consumer databases suggests that there is no
need to treat the evolution of databases as a crisis. Those who argue for a new
legal regime for privacy, however, view new uses of information as having
crossed an “invisible line” between permissible gossip and violative
information collection. While the use of new technology to collect information
may make people uneasy, is there any reason to suppose that any harm that
might result will amount to greater harm than the harm that could come from
being a victim of vicious gossip?®’

Singleton goes on to contend that information collected by businesses in
databases is less pernicious than gossip because few people have access to it
and it is “likely to be much more accurate than gossip.” Is the information in
computer databases merely gossip on a more systemic scale? Compare how the
First Amendment regulates gossip with how it regulates commercial speech.

6. The Value of Privacy. What is the value of protecting the privacy of consumer
information maintained by telecommunications companies? Is it more
important than the economic benefits that the telecommunications companies
gain by using that information for marketing? How should policymakers go
about answering such questions? Consider James Nehf:

The choice of utilitarian reasoning — often reduced to cost-benefit analysis
(“CBA”) in policy debates — fixes the outcome in favor of the side that can
more easily quantify results. In privacy debates, this generally favors the side
arguing for more data collection and sharing. Although CBA can mean different
things in various contexts, the term here means a strategy for making choices in
which quantifiable weights are given to competing alternatives. . . .

We should openly acknowledge that non-economic values are legitimate in
privacy debates, just as they have been recognized in other areas of fundamental
importance. Decisions about the societal acceptance of disabled citizens, the
codification of collective bargaining rights for workers, and the adoption of fair
trial procedures for the accused did not depend entirely, or even primarily, on
CBA outcomes. Difficulties in quantifying costs and benefits do not present
insurmountable obstacles when policymakers address matters of basic human
dignity. The protection of personal data should be viewed in a similar way, and
CBA should play a smaller role in privacy debates. . . .

A similar phenomenon is at work in the formulation of public policy.
Policymakers are often asked to compare incomparable alternatives. . . .

By converting all values to money, the incomparability problem is lessened,
but only if we accept the legitimacy of money as the covering value. In the
privacy debate, the legitimacy of monetizing individual privacy preferences is
highly suspect. Benefits are often personal, emotional, intangible, and not

9 Solveig Singleton, Privacy Versus the First Amendment: A Skeptical Approach, 11 Fordham
Intell. Prop. Media & Ent. L.J. 97, 126-32 (2000).
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readily quantifiable. Preferences on privacy matters are generally muddled,
incoherent, and ill-informed. If privacy preferences are real but not sufficiently
coherent to form a sound basis for valuation, any attempt to place a monetary
value on them loses meaning. The choice of CBA as the model for justifying
decisions fixes the end, because the chosen covering value will usually result in
a decision favoring data proliferation over data protection. . . .

People make choices between seemingly incomparable things all the time,
and they can do so rationally. A person is not acting irrationally by preferring a
perceived notable value over an incomparable nominal value, even if she cannot
state a normative theory to explain why the decision is right. A similar
phenomenon may be seen in the formulation of public policy. Notable values
may be preferred over nominal ones in the enactment of laws and the
implementation of policies even if policymakers cannot explain why one
alternative is better than the other. Moreover, by observing a number of such
decisions over time, we may begin to see a pattern develop and covering values
emerge that can serve as guides to later decisions that are closer to the margin.!%°

TRANS UNION CORP. V. FEDERAL TRADE COMMISSION
245 F.3d 809 (D.C. Cir. 2001)

TATEL_, J. ... Petitioner Trans Union sells two types of products. First, as a credit
reporting agency, it compiles credit reports about individual consumers from credit
information it collects from banks, credit card companies, and other lenders. It then
sells these credit reports to lenders, employers, and insurance companies. Trans
Union receives credit information from lenders in the form of “tradelines.” A
tradeline typically includes a customer’s name, address, date  of birth, telephone
n_un_lber, Social Security number, account type, opening date of account, credit
limit, account status, and payment history. Trans Union receives 1.4 to 1.6 billion
records per month. The company’s credit database contains information on 190
million adults.

Trans Union’s second set of products — those at issue in this case — are
known as target marketing products. These consist of lists of names and addresses
of individuals who meet specific criteria such as possession of an auto loan, a
department store credit card, or two or more mortgages. Marketers purchase these
lists, then contact the individuals by mail or telephone to offer them goods and
services. To create its target marketing lists, Trans Union maintains a database
known as MasterFile, a subset of its consumer credit database. MasterFile consists
of information about every consumer in the company’s credit database who has
(A) at least two tradelines with activity during the previous six months, or (B) one
tradeline with activity during the previous six months plus an address confirmed
by an outside source. The company compiles target marketing lists by
extracting from MasterFile the names and addresses of individuals with
characteristics chosen by list purchasers. For example, a department store might
buy a list of all individuals in a particular area code who have both a mortgage and
a credit card with a $10,000 limit. Although target marketing lists contain only

100 James P. Nehf, Incomparability and the Passive Virtues of Ad Hoc Privacy Policy, 76 U
Colo. L. Rev. 1, 29-36, 42 (2005). 4 G renen B
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names and addresses, purchasers know that every person on a list has the
characteristics they requested because Trans Union uses those characteristics as
criteria for culling individual files from its database. Purchasers also know that
every individual on a target marketing list satisfies the criteria for inclusion in
MasterFile.

The Fair Credit Reporting Act of 1970 (“FCRA”), 15 U.S.C. §§ 1681, 1681a-
1681u, regulates consumer reporting agencies like Trans Union, imposing various
obligations to protect the privacy and accuracy of credit information. The Federal
Trade Commission, acting pursuant to its authority to enforce the FCRA, see 15
U.S.C. § 1681s(a), determined that Trans Union’s target marketing lists were
“consumer reports” subject to the Act’s limitations. [The FTC concluded that
targeted marketing was not an authorized use of consumer reports under the FCRA
and ordered Trans Union to halt its sale of the lists.] . ..

... [Trans Union challenges the FTC’s application of the FCRA as violative
of the First Amendment.] Banning the sale of target marketing lists, the company
says, amounts to a restriction on its speech subject to strict scrutiny. Again, Trans
Union misunderstands our standard of review. In Dun & Bradstreet, Inc. v.
Greenmoss Builders, Inc., 472 U.S. 749 (1985), the Supreme Court held that a
consumer reporting agency’s credit report warranted reduced constitutional
protection because it concerned “no public issue.” “The protection to be accorded
a particular credit report,” the Court explained, “depends on whether the report’s
‘content, form, and context’ indicate that it concerns a public matter.” Like the
credit report in Dun & Bradstreet, which the Supreme Court found “was speech
solely in the interest of the speaker and its specific business audience,” the
information about individual consumers and their credit performance
communicated by Trans Union target marketing lists is solely of interest to the
company and its business customers and relates to no matter of public concern.
Trans Union target marketing lists thus warrant “reduced constitutional
protection.”

We turn then to the specifics of Trans Union’s First Amendment argument.
The company first claims that neither the FCRA nor the Commission’s Order
advances a substantial government interest. The “Congressional findings and
statement of purpose” at the beginning of the FCRA state: “There is a need to
insure that consumer reporting agencies exercise their grave responsibilities with .
. . respect for the consumer’s right to privacy.” 15 U.S.C. § 1681(a)(4). Contrary
to the company’s assertions, we have no doubt that this interest — protecting the
privacy of consumer credit information — is substantial.

Trans Union next argues that Congress should have chosen a “less burdensome
alternative,” i.e., allowing consumer reporting agencies to sell credit information
as long as they notify consumers and give them the ability to “opt out.” Because
the FCRA is not subject to strict First Amendment scrutiny, however, Congress
had no obligation to choose the least restrictive means of accomplishing its goal.

Finally, Trans Union argues that the FCRA is underinclusive because it applies
only to consumer reporting agencies and not to other companies that sell consumer
information. But given consumer reporting agencies’ unique “access to a broad
range of continually-updated, detailed information about millions of consumers’
personal credit histories,” we think it not at all inappropriate for Congress to have
singled out consumer reporting agencies for regulation. . . .
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NOTES & QUESTIONS

1. U.S. West vs. Trans Union. Compare U.S. West with Trans Union. Are these
cases consistent with each other? Which case’s reasoning strikes you as more
persuasive?

2. Trans Union IL In Trans Union v. FTC, 295 F.3d 42 (D.C. Cir. 2002) (Trans
Union II), Trans Union sued to enjoin regulations promulgated pursuant to the
Gramm-Leach-Bliley Act (GLBA), alleging, among other things, that they
violated the First Amendment. Trans Union argued that these regulations would
prevent it from selling credit headers, which consist of a consumer’s name,
address, Social Security number, and phone number. Trans Union contended
that the sale of credit headers is commercial speech. The court concluded that
Trans Union’s First Amendment arguments were “foreclosed” by its earlier
opinion in Trans Union v. FTC, which resolved that “the government interest
in ‘protecting the privacy of consumer credit information’ ‘is substantial.”

3. Free Speech and the Fair Information Practices. Recall the discussion of the
Fair Information Practices from Chapter 6. The Fair Information Practices
provide certain limitations on the uses and disclosure of personal information.
Eugene Volokh contends:

I am especially worried about the normative power of the notion that the
government has a compelling interest in creating “codes of fair information
practices” restricting true statements made by nongovernmental speakers. The
protection of free speech generally rests on an assumption that it’s not for the
government to decide which speech is “fair” and which isn’t; the unfairnesses,
excesses, and bad taste of speakers are something that current First Amendment
principles generally require us to tolerate. Once people grow to accept and’even
like government restrictions on one kind of supposedly “unfair” communication
of facts, it may become much easier for people to accept “codes of fair
reporting,” “codes of fair debate,” “codes of fair filmmaking,” “codes of fair
political criticism,” and the like. . . .1%!

Consider Paul Schwartz, who contends that free discourse is promoted by
the protection of privacy:

When the government requires fair information practices for the private sector,
has it created a right to stop people from speaking about you? As an initial point,
I emphasize that the majority of the core fair information practices do not
involve the government preventing disclosure of personal information. [The fair
information practices generally require: (1) the creation of a statutory fabric that
defines obligations with respect to the use of personal information; (2) the
maintenance of processing systems that are understandable to the concerned
individual (transparency); (3) the assignment of limited procedural and
substantive rights to the individual; and (4) the establishment of effective
oversight of data use, whether through individual litigation (self-help), a
government role (external oversight), or some combination of these
approaches.] . . . [Flair information practices one, two, and four regulate the
business practices of private entities without silencing their speech. No

‘0.1 Eugene Volokh, Freedom of Speech and Information Privacy: The Troubling Implications
of a Right to Stop People from Speaking About You, 52 Stan. L. Rev. 1049, 1090 (2000).
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prevention of speech about anyone takes place, for example, when the Fair
Credit Reporting Act of 1970 requires that certain information be given to a
consumer when an “investigative consumer report” is prepared about her.

These nonsilencing fair information practices are akin to a broad range of
other measures that regulate information use in the private sector and do not
abridge the freedom of speech under any interpretation of the First Amendment.
The First Amendment does not prevent the government from requiring product
labels on food products or the use of “plain English” by publicly traded
companies in reports sent to their investors or Form 10-Ks filed with the
Securities and Exchange Commission. Nor does the First Amendment forbid
privacy laws such as the Children’s Online Privacy Protection Act, which
assigns parents a right of access to their children’s online data profiles. The
ultimate merit of these laws depends on their specific context and precise
details, but such experimentation by the State should be viewed as
noncontroversial on free speech grounds.

Nevertheless, one subset of fair information practices does correspond to
Volokh’s idea of information privacy as the right to stop people from speaking
about you. . . . [S]o long as [laws protecting personal information disclosure]
are viewpoint neutral, these laws are a necessary element of safeguarding free
communication in our democratic society. . . .

. . [A] democratic order depends on both an underlying personal capacity
for self-governance and the participation of individuals in community and
democratic self-rule. Privacy law thus has an important role in protecting
individual self-determination and democratic deliberation. By providing access
to one’s personal data, information about how it will be processed, and other
fair information practices, the law seeks to structure the terms on which
individuals confront the information demands of the community, private
bureaucratic entities, and the State. Attention to these issues by the legal order
is essential to the health of a democracy, which ultimately depends on
individual communicative competence.'??

SORRELL V. IMS HEALTH, INC.
131 S. Ct. 2653 (2011)

KENNEDY, J. Vermont law restricts the sale, disclosure, and use of pharmacy
records that reveal the prescribing practices of individual doctors. Vt. Stat. Ann.,
Tit. 18, § 4631. Subject to certain exceptions, the information may not be sold,
disclosed by pharmacies for marketing purposes, or used for marketing by
pharmaceutical manufacturers. Vermont argues that its prohibitions safeguard
medical privacy and diminish the likelihood that marketing will lead to
prescription decisions not in the best interests of patients or the State. It can be
assumed that these interests are significant. Speech in aid of pharmaceutical
marketing, however, is a form of expression protected by the Free Speech Clause
of the First Amendment. As a consequence, Vermont’s statute must be subjected
to heightened judicial scrutiny. The law cannot satisfy that standard. . . .
Pharmaceutical manufacturers promote their drugs to doctors through a
process called “detailing.” This often involves a scheduled visit to a doctor’s office

102 Paul M. Schwartz, Free Speech vs. Information Privacy: Eugene Volokh's First Amendment
Jurisprudence, 52 Stan. L. Rev. 1559 (2000).
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to persuade the doctor to prescribe a particular pharmaceutical. Detailers bring
drug samples as well as medical studies that explain the “details” and potential
advantages of various prescription drugs. Interested physicians listen, ask
questions, and receive followup data. Salespersons can be more effective when
they know the background and purchasing preferences of their clientele, and
pharmaceutical salespersons are no exception. Knowledge of a physician’s
prescription practices—called “prescriber-identifying information”—enables a
detailer better to ascertain which doctors are likely to be interested in a particular
drug and how best to present a particular sales message. Detailing is an expensive
undertaking, so pharmaceutical companies most often use it to promote high-profit
brand-name drugs protected by patent. Once a brand-name drug’s patent expires,
less expensive bioequivalent generic alternatives are manufactured and sold.

Pharmacies, as a matter of business routine and federal law, receive prescriber-
identifying information when processing prescriptions. Many pharmacies sell this
information to “data miners,” firms that analyze prescriber-identifying information
and produce reports on prescriber behavior. Data miners lease these reports to
pharmaceutical manufacturers subject to nondisclosure agreements. Detailers, who
represent the manufacturers, then use the reports to refine their marketing tactics
and increase sales.

In 2007, Vermont enacted the Prescription Confidentiality Law. The measure
is also referred to as Act 80. It has several components. The central provision of
the present case is § 4631(d).

“A  health insurer, a self-insured employer, an electronic transmission
intermediary, a pharmacy, or other similar entity shall not sell, license, or
exchange for value regulated records containing prescriber-identifiable
information, nor permit the use of regulated records containing prescriber-
identifiable information for marketing or promoting a prescription drug, unless
the prescriber consents . . . . Pharmaceutical manufacturers and pharmaceutical
marketers shall not use prescriber-identifiable information for marketing or
promoting a prescription drug unless the prescriber consents. . . .”

The quoted provision has three component parts. The provision begins by
prohibiting pharmacies, health insurers, and similar entities from selling
prescriber-identifying information, absent the prescriber’s consent. . . . The
provision then goes on to prohibit pharmacies, health insurers, and similar entities
from allowing prescriber-identifying information to be used for marketing, unless
the prescriber consents. This prohibition in effect bars pharmacies from disclosing
the information for marketing purposes. Finally, the provision’s second sentence
bars pharmaceutical manufacturers and pharmaceutical marketers from using
prescriber-identifying information for marketing, again absent the prescriber’s
consent. The Vermont attorney general may pursue civil remedies against
violators. § 4631(%). . ..

On its face, Vermont’s law enacts content- and speaker-based restrictions on
the sale, disclosure, and use of prescriber-identifying information. The provision
first forbids sale subject to exceptions based in large part on the content of a
purchaser’s speech. For example, those who wish to engage in certain “educational
communications,” § 4631(e)(4), may purchase the information. The measure then
bars any disclosure when recipient speakers will use the information for marketing.
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Finally, the provision’s second sentence prohibits pharmaceutical manufacturers
from using the information for marketing. The statute thus disfavors marketing,
that is, speech with a particular content. More than that, the statute disfavors
specific speakers, namely pharmaceutical manufacturers. As a result of these
content- and speaker-based rules, detailers cannot obtain prescriber-identifying
information, even though the information may be purchased or acquired by other
speakers with diverse purposes and viewpoints. . . . For example, it appears that
Vermont could supply academic organizations with prescriber-identifying
information to use in countering the messages of brand-name pharmaceutical
manufacturers and in promoting the prescription of generic drugs. But § 4631(d)
leaves detailers no means of purchasing, acquiring, or using prescriber-identifying
information. The law on its face burdens disfavored speech by disfavored
speakers. . . .

Act 80 is designed to impose a specific, content-based burden on protected
expression. It follows that heightened judicial scrutiny is warranted. . . . Vermont’s
law does not simply have an effect on speech, but is directed at certain content and
is aimed at particular speakers. The Constitution “does not enact Mr. Herbert
Spencer’s Social Statics.” Lochner v. New York, 198 U.S. 45 (1905) (Holmes, J.,
dissenting). It does enact the First Amendment.

This Court has held that the creation and dissemination of information are
speech within the meaning of the First Amendment. See, e.g., Bartnicki (“[I]f the
acts of ‘disclosing’ and ‘publishing” information do not constitute speech, it is hard
to imagine what does fall within that category, as distinct from the category of
expressive conduct”). Facts, after all, are the beginning point for much of the
speech that is most essential to advance human knowledge and to conduct human
affairs. There is thus a strong argument that prescriber-identifying information is
speech for First Amendment purposes.

The State asks for an exception to the rule that information is speech, but there
is no need to consider that request in this case. The State has imposed content- and
speaker-based restrictions on the availability and use of prescriber-identifying
information. So long as they do not engage in marketing, many speakers can obtain
and use the information. But detailers cannot. Vermont’s statute could be
compared with a law prohibiting trade magazines from purchasing or using ink.
As a consequence, this case can be resolved even assuming, as the State argues,
that prescriber-identifying information is a mere commodity. . . .

The State’s asserted justifications for § 4631(d) come under two general
headings. First, the State contends that its law is necessary to protect medical
privacy, including physician confidentiality, avoidance of harassment, and the
integrity of the doctor-patient relationship. Second, the State argues that § 4631(d)
is integral to the achievement of policy objectives—namely, improved public
health and reduced healthcare costs. Neither justification withstands scrutiny.

Vermont argues that its physicians have a “reasonable expectation” that their
prescriber-identifying information “will not be used for purposes other than . . .
filling and processing” prescriptions. It may be assumed that, for many reasons,
physicians have an interest in keeping their prescription decisions confidential. But
§ 4631(d) is not drawn to serve that interest. Under Vermont’s law, pharmacies
may share prescriber-identifying information with anyone for any reason save one:
They must not allow the information to be used for marketing. . . .
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Perhaps the State could have addressed physician confidentiality through “a
more coherent policy.” Greater New Orleans Broadcasting, [527 U.S. 173, 195
(1999)]. For instance, the State might have advanced its asserted privacy interest
by allowing the information’s sale or disclosure in only a few narrow and well-
Justified circumstances. See, e.g., Health Insurance Portability and Accountability
Act0f 1996, 42 U.S.C. § 1320d-2; 45 CFR pts. 160 and 164. A statute of that type
would present quite a different case than the one presented here. But the State did
not enact a statute with that purpose or design. Instead, Vermont made prescriber-
identifying information available to an almost limitless audience. The explicit
structure of the statute allows the information to be studied and used by all but a
narrow class of disfavored speakers. Given the information’s widespread
availability and many permissible uses, the State’s asserted interest in physician
confidentiality does not justify the burden that § 4631(d) places on protected
expression.

.. . Section 4631(d) may offer a limited degree of privacy, but only on terms
favorable to the speech the State prefers. Cf. Rowan (sustaining a law that allowed
private parties to make “unfettered,” “unlimited,” and “unreviewable” choices
regarding their own privacy). This is not to say that all privacy measures must
avoid content-based rules. Here, however, the State has conditioned privacy on
acceptance of a content-based rule that is not drawn to serve the State’s asserted
interest. To obtain the limited privacy allowed by § 4631(d), Vermont physicians
are forced to acquiesce in the State’s goal of burdening disfavored speech by
disfavored speakers.

The State also contends that § 4631(d) protects doctors from “harassing sales
behaviors.” It is doubtful that concern for “a few” physicians who may have “felt
coerced and harassed” by pharmaceutical marketers can sustain a broad content-
based rule like § 4631(d). Many are those who must endure speech they do not
like, but that is a necessary cost of freedom. In any event the State offers no
explanation why remedies other than content-based rules would be inadequate.
Physicians can, and often do, simply decline to meet with detailers, including
detailers who use prescriber-identifying information. Doctors who wish to forgo
detailing altogether are free to give “No Solicitation” or “No Detailing”
instructions to their office managers or to receptionists at their places of work. . . .

Vermont argues that detailers’ use of prescriber-identifying information
undermines the doctor-patient relationship by allowing detailers to influence
treatment decisions. . . . But the State does not explain why detailers’ use of
prescriber-identifying information is more likely to prompt these objections than
many other uses permitted by § 4631(d). In any event, this asserted interest is
contrary to basic First Amendment principles. . . . If pharmaceutical marketing
affects treatment decisions, it does so because doctors find it persuasive. Absent
circumstances far from those presented here, the fear that speech might persuade
provides no lawful basis for quieting it.

The State contends that § 4631(d) advances important public policy goals by
lowering the costs of medical services and promoting public health. If prescriber-
identifying information were available for use by detailers, the State contends, then
detailing would be effective in promoting brand-name drugs that are more
expensive and less safe than generic alternatives. . . . While Vermont’s stated
policy goals may be proper, § 4631(d) does not advance them in a permissible
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[Olur cases make clear that the First Amendment offers considerably less
protection to the maintenance of a free marketplace for goods and services. And
they also reflect the democratic importance of permitting an elected government
to implement through effective programs policy choices for which the people’s
elected representatives have voted. . ..

Vermont’s statute neither forbids nor requires anyone to say anything, to
engage in any form of symbolic speech, or to endorse any particular point of view,
whether ideological or related to the sale of a product. . . . Further, the statute’s
requirements form part of a traditional, comprehensive regulatory regime. Theé
pharmaceutical drug industry has been heavily regulated at least since 1906.
Longstanding statutes and regulations require pharmaceutical companies to engage
in complex drug testing to ensure that their drugs are both «safe” and “effective.”
21 U.S.C. §§ 355(b)(1), 355(d). Only then can the drugs be marketed, at which
point drug companies are subject to the FDA’s exhaustive regulation of the content
of drug labels and the manner in which drugs can be advertised and sold.

Finally, Vermont’s statute is directed toward information that exists only by
virtue of government regulation. Under federal law, certain drugs can be dispensed
only by a pharmacist operating under the orders of a medical practitioner. 21
U.S.C. § 355(b). Vermont regulates the qualifications, the fitness, and the practices
of pharmacists themselves, and requires pharmacies to maintain a “patient record
system” that, among other things, tracks who prescribed which drugs. But for these
regulations, pharmacies would have no way to know who had told customers t0
buy which drugs (as is the case when a doctor tells a patient to take a daily dose of
aspirin).

Regulators will often find it necessary to create tailored restrictions on the use
of information subject to their regulatory jurisdiction. A cat dealership that obtains
credit scores for customers who want car loans can be prohibited from using credit
data to search for new customers. See 15 U.S.C. § 1681b; ¢f. Trans Union Corp. v.
FTC, 245 F.3d 809, reh’g denied, 267 F.3d 1138 (D.C. Cir. 2001). Medical
specialists who obtain medical records for their existing patients cannot purchase
those records in order to identify new patients. See 45 CFR § 164.508(a)(3). Or,
speaking hypothetically, a public utilities commission that directs local gas
distributors to gather usage information for individual customers might permit the
distributors to share the data with researchers (trying to lower energy costs) but
forbid sales of the data to appliance manufacturers seeking to sell gas stoves. . . .

Thus, it is not surprising that, until today, this Court has never found that the First
Amendment prohibits the government from restricting the use of information
gathered pursuant to a regulatory mandate—whether the information rests in
government files or has remained in the hands of the private firms that gathered it.

In short, the case law in this area reflects the need to ensure that the First
Amendment protects the “marketplace of ideas,” thereby facilitating the
democratic creation of sound government policies without improperly hampering
the ability of government to introduce an agenda, to implement its policies, and to
favor them to the exclusion of contrary policies. To apply “heightened” scrutiny
when the regulation of commercial activities (which often involve speech) is at
issue is unnecessarily to undercut the latter constitutional goal. The majority’s

view of this case presents that risk. . . .
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Moreover, given the sheer quantity of regulatory initiatives that touch upon
commercial messages, the Court’s vision of its reviewing task threatens to return
us to a happily bygone era when judges scrutinized legislation for its interference
with economic liberty. History shows that the power was much abused and resulted
in the constitutionalization of economic theories preferred by individual jurists.
See Lochner v. New York, 198 U.S. 45 (1905) (Holmes, J., dissenting). . . .

The statute threatens only modest harm to commercial speech. I agree that it
withholds from pharmaceutical companies information that would help those
entities create a more effective selling message. But I cannot agree with the
majority that the harm also involves unjustified discrimination in that it permits
“pharmacies” to “share prescriber-identifying information with anyone for any
reason” (but marketing). Whatever the First Amendment relevance of such
discrimination, there is no evidence that it exists in Vermont. The record contains
no evidence that prescriber-identifying data is widely disseminated. . . .

The legitimate state interests that the statute serves are “substantial.” Central
Hudson, 447 U.S., at 564. . . . The protection of public health falls within the
traditional scope of a State’s police powers. The fact that the Court normally
exempts the regulation of “misleading” and “deceptive” information even from the
rigors of its “intermediate” commercial speech scrutiny testifies to the importance
of securing “unbiased information,” as does the fact that the FDA sets forth as a
federal regulatory goal the need to ensure a “fair balance” of information about
marketed drugs. As major payers in the health care system, health care spending is
also of crucial state interest. And this Court has affirmed the importance of
maintaining “privacy” as an important public policy goal—even in respect to
information already disclosed to the public for particular purposes (but not others).
See Department of Justice v. Reporters Comm. for Freedom of Press, 489 U.S. 749
(1989); see also Solove, A Taxonomy of Privacy, 154 U. Pa. L. Rev. 477, 520-522
(2006); cf NASA v. Nelson, 131 S. Ct. 746 (2011) (discussing privacy interests in
nondisclosure). . . .

The record also adequately supports the State’s privacy objective. Regulatory
rules in Vermont make clear that the confidentiality of an individual doctor’s
prescribing practices remains the norm. Exceptions to this norm are comparatively
few.

. . . The prohibition against pharmaceutical firms using this prescriber-
identifying information works no more than modest First Amendment harm; the
prohibition is justified by the need to ensure unbiased sales presentations, prevent
unnecessarily high drug costs, and protect the privacy of prescribing physicians.
There is no obvious equally effective, more limited alternative. . . .

In sum, I believe that the statute before us satisfies the “intermediate”
standards this Court has applied to restrictions on commercial speech. 4 fortiori it
satisfies less demanding standards that are more appropriately applied in this kind
of commercial regulatory case—a case where the government seeks typical
regulatory ends (lower drug prices, more balanced sales messages) through the use
of ordinary regulatory means (limiting the commercial use of data gathered
pursuant to a regulatory mandate). The speech-related consequences here are
indirect, incidental, and entirely commercial. . . .
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Regardlgss, whether we apply an ordinary commercial speech standard or a
less demanding standard, I believe Vermont’s law is consistent with the First
Amendment. And with respect, I dissent.

NOTES & QUESTIONS

1. The Impact of Sorrell. The Supreme Court takes an expansive view of
commercial speech, which encompasses the sale and use of personal data.
What kind of impact will this case likely have on other privacy laws regulating
the trade of personal data? Does Sorrell affect Mainstream Marketing Services,
Inc. v. FTC (excerpted above)? Does it affect the Trans Union cases (excerpted
and discussed above)? What likely impact, if any, will it have?

2. Narrow vs. Broad Laws. Ironically, the Court’s decision to strike down the law
was based in part on how narrowly the law restricted the use or disclosure of
personal data. How would you redraft the law to address the Court’s concerns?

3. HIPAA. The Sorrell Court characterizes HIPAA as a law “allowing the
information’s sale or disclosure in only a few narrow and well-justified
circumstances.” Is this an accurate characterization of HIPAA? If HIPAA’s
restrictions pass muster, then can Sorrell be read as a narrow holding that
applies only to laws that single out one particular use or one particular group of
speakers?

4. .Is Information Speech? 1s the collection, use, and/or transfer of personal
information a form of speech? Or is it merely trade in property?

Eugene Volokh contends that such information processing constitutes
speech:

Many . . . databases — for instance, credit history databases or criminal record
databases — are used by people to help them decide whom it is safe to deal with
gnd' who is likely to cheat them. Other databases, which contain less
incriminating information, such as a person’s shopping patterns . . . [contain]
data [that] is of direct daily life interest to its recipients, since it helps them find
out with whom they should do business.'®

Further, Volokh contends: “[I]t is no less speech when a credit bureau sends
credit information to a business. The owners and managers of a credit bureau
are communicating information to decision-makers, such as loan officers, at the
recipient business.” % ,

Daniel Solove recognizes that some forms of database information transfer
and use can constitute speech:

There are no easy analytic distinctions as to what is or is not “speech.” The
“essence” of information is neither a good, nor is it speech, for information can
be used in ways that make it akin to either one. It is the use of the information
tthat determines what information is, not anything inherent in the information
itself. If I sell you a book, I have engaged in a commercial transaction. I sold
the book as a good. However, the book is also expressing something. Even

19 Volokh, Freedom of Speech, supra, at 1093-94.

194 74 at 1083-84.
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though books are sold as goods, the government cannot pass a law restricting
the topics of what books can be sold. . . .

Volokh appears to view all information dissemination that is communicative
as speech. Under Volokh’s view, therefore, most forms of information
dissemination would be entitled to equal First Amendment protection. . . .

However, Volokh’s view would lead to severe conflicts with much modern
regulation. Full First Amendment protection would apply to statements about a
company’s earnings and other information regulated by the SEC, insider
trading, quid pro quo sexual harassment, fraudulent statements, petjury,
bribery, blackmail, extortion, conspiracy, and so on. One could neatly exclude
these examples from the category of speech, eliminating the necessity for First
Amendment analysis. Although this seems the easiest approach, it is
conceptually sloppy or even dishonest absent a meaningful way to argue that
these examples do not involve communication. I contend that these examples
of highly regulated forms of communication have not received the full rigor of
standard First Amendment analysis because of policy considerations.
Categorizing them as nonspeech conceals these policy considerations under the
fagade of an analytical distinction that thus far has not been persuasively
articulated.

I am not eschewing all attempts at categorization between speech and
nonspeech. To do so would make the First Amendment applicable to virtually
anything that is expressive or communicative. Still, the distinction as currently
constituted hides its ideological character. . . .

Dealing with privacy issues by categorizing personal information as
nonspeech is undesirable because it cloaks the real normative reasons for why
society wants to permit greater regulation of certain communicative activity.
Rather than focusing on distinguishing between speech and nonspeech, the
determination about what forms of information to regulate should center on
policy considerations. These policy considerations should turn on the uses of
the information rather than on notions about the inherent nature of the
information.'”®

Solove goes on to argue that although transfers of personal information may
be speech, they are of lower value than other forms of free speech, such as
political speech. He contends that whereas speech of public concern is of high
value, speech of private concern is given a lower constitutional value, and hence
less stringent scrutiny, as is commercial speech and other lower-value
categories of speech.

Neil Richards, however, contends that “most privacy regulation that
interrupts information flows in the context of an express or implied commercial
relationship is neither ‘speech’ within the current meaning of the First
Amendment, nor should it be viewed as such.” He criticizes Schwartz and
Solove because “they grant too much ground to the First Amendment critique,
and may ultimately prove to be underprotective of privacy interests, particularly
in the database context.” Richards finds Solove’s contextual balancing
approach too messy to “provide meaningfully increased protection for privacy
in the courts.” Richards argues instead for a categorical solution and contends

195 Daniel J. Solove, The Virtues of Knowing Less: Justifying Privacy Protections Against

Disclosure, 53 Duke L.J. 967, 979-80 (2003).
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that much regulation of speech in the commercial context should be seen as
falling entirely outside the scope of the heightened First Amendment scrutiny:

This might be the case because the speech is threatening, obscene, or libelous,
and thus part of the “established” categories of “unprotected speech.” But it
might also be the case because the speech is an insider trading tip, . . . an offer
to create a monopoly in restraint of trade, or a breach of the attorney-client
privilege. In either case, the speech would be outside the scope of the First
Amendment and could be regulated as long as a rational basis existed for so
doing. . ..

[Information disclosure rules that are the product of generally applicable
laws fall outside the scope of the First Amendment. Where information is
received by an entity in violation of some other legal rule — whether breach of
contract, trespass, theft, or fraud — the First Amendment creates no barrier to
the government’s ability to prevent and punish disclosure. This is the case even
if the information is newsworthy or otherwise of public concern. . . .

From a First Amendment perspective, no such equivalently important social
function [as dissemination of information by the press] . . . is played by database
companies engaged in the trade of personal data. Indeed, a general law
regulating the commercial trade in personal data by database, profiling, and
marketing companies is far removed from the core speech protected by the First
Amendment, and is much more like the “speech” outside the boundaries of
heightened review.

Richards goes on to equate the First Amendment critique of privacy
regulation to Lochnerism, where the Supreme Court in Lochner v. New York,
198 U.S. 45 (1905), struck down a statute regulating the hours bakers could
work per week based on “freedom of contract.” Lochner was, and remains,
highly criticized for being an impediment to New Deal legislation by an activist
ideological Court. Richards notes:

[TThere are some fairly strong parallels between the traditional conception of
Lochner and the First Amendment critique of data privacy legislation. Both
theories are judicial responses to calls for legal regulation of the economic and
social dislocations caused by rapid technological change. Lochnerism addressed
a major socio-technological problem of the industrial age — the power
differential between individuals and businesses in industrial working
conditions, while the First Amendment critique is addressed to a major socio-
technological problem of our information age — the power differential between
individuals and businesses over information in the electronic environment. Both
theories place a libertarian gloss upon the Constitution, interpreting it to
mandate either “freedom of contract” or “freedom of information.” Both
theories seek to place certain forms of economic regulation beyond the power
of legislatures to enact. And both theories are eagerly supported by business
interests keen to immunize themselves from regulation under the aegis of
Constitutional doctrine. To the extent that the First Amendment critique is
similar to the traditional view of Lochner, then, its elevation of an economic
right to first-order constitutional magnitude seems similarly dubious.'%

196 Neil Richards, Reconciling Data Privacy and the First Amendment, 52 UCLA L. Rev. 1149,

1169, 1180, 1172-73, 1206, 1212-13 (2005).
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